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Introduction

This book is a collection of exercises and problems in mathematics for
engineering students. It is intended for second-year Bachelor’s students in
the Science and Technology domain L2 and also for students from other
fields or preparatory schools. This material contains essential theorems
and exercises to illustrate them.
This handout emphasizes practical methods of computation (theorems,
propositions, etc.) without providing proofs to focus directly on the
main objectives. It also includes exercises with detailed solutions and
additional unsolved problems to assess the reader’s understanding. Readers
are encouraged to solve the exercises independently before consulting the
solutions.
The content of this handout is derived from the bibliography provided at
the end.

Structure

1. The first chapter revisits results about single and multiple integrals.

2. The second chapter introduces improper integrals.

3. The third chapter focuses on solving differential equations.

4. The fourth chapter discusses infinite series, sequences, and series of
functions, including different types of convergence, power series, their
applications in solving differential equations, and Fourier series, a
crucial tool for engineers across fields.

5. The fifth chapter covers Fourier transforms and their applications in
solving differential equations.

6. The last chapter presents the Laplace transform and its applications.

I hope this document helps students mastering these areas of mathematics.
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Chapter 1

Single and Multiple Integrals

1.1 Review of Riemann integrals and antiderivatives

The objective of these notes is to revisit the content of integration lessons.
This quick review is crucial for refreshing memory before proceeding
further.

1.1.1 Integrals of a Piecewise Continuous Function on a Segment

We begin by recalling a definition and the main properties of the Riemann
integral for a real-valued function of one variable. We limit the discussion
to functions that are continuous or piecewise continuous. Considering the
broader class of Riemann integrable functions adds refinement but is not
strictly necessary, especially when the Lebesgue integral is also available.
We start by recalling the definition and basic properties of piecewise
continuous functions.

Definition 1.1.1. Let [a, b] ⊂ R; a < b and f be a function defined on
[a, b]. We say that f is piecewise continuous if there exist n ∈ N∗ and
points x0, ..., xn ∈ [a, b] such that:

a = x0 < x1 · · · < xn = b,

and for every j ∈ [1, n] the restriction of f to the interval ]xj−1, xj[ is
continuous and admits finite limits at xj−1 and xj.

The set of piecewise continuous functions is stable under addition,
multiplication, and scalar multiplication. Furthermore, a piecewise
continuous function on a segment is bounded.
It is also recalled that a function continuous on a segment is uniformly
continuous (Heine’s theorem).

Regardless of the chosen definition, the idea of the Riemann integral is
to approximate a function by increasingly finer step functions (piecewise
constant functions).
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1.1. REVIEW OF RIEMANN INTEGRALS AND ANTIDERIVATIVES

Definition 1.1.2. Let [a, b] be a segment of R. A pointed subdivision σ of
[a, b] is defined as:

• an integer n ∈ N∗,

• points x0, ..., xn ∈ [a, b] such that a = x0 < x1 · · · < xn = b,

• and points ξ1 ∈ [x0, x1], ξ1 ∈ [x1, x2], . . . ,ξn ∈ [xn−1, xn].

Furthermore, the step size of this subdivision σ is said to be less than or
equal to δ > 0 if

∀j ∈ [1, n], xj − xj−1 ≤ δ.

Given a function f from [a, b] to R, we define

Sσ(f) =
n∑

j=1

f(ξj) (xj − xj−1) .

This corresponds to approximating f by the function that takes the value
f(ξj) on ]xj−1, xj[ for all j ∈ [1, n].

Proposition 1.1.1. Let f be a piecewise continuous function on [a, b]
mapping to R. Then there exists a unique value I(f) such that:

For every ε > 0, there exists δ > 0 such that for any partition σ of [a, b]
with mesh size less than or equal to δ, the following holds:

|Sσ(f)− I(f)| ≤ ε.

where Sσ(f) is the Riemann sum.
We denote this unique value as:

I(f) =

∫ b

a

f(x) dx.

Typically, a natural choice to obtain an increasingly fine subdivision of the
segment [a, b] s to use a uniform subdivision. Given n ∈ N∗, we define, for
all j ∈ [1, n]

xj = a+
j

n
(b− a).

Natural choices for selecting ξj in [xj−1, xj] are to take ξj = xj−1 or ξj = xj.
Thus, for any piecewise continuous function f on [a, b], we have:

b− a

n

n−1∑
j=0

f

(
a+

j

n
(b− a)

)
−→

n→+∞

∫ b

a

f(x) dx.
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CHAPTER 1. SINGLE AND MULTIPLE INTEGRALS

1.1.2 Antiderivative of a continuous function

Let I = [a, b] ⊂ R; a < b and let f : I → R be a continuous function.

Definition 1.1.3. A function F : I → R is an antiderivative of f if:

1) F is differentiable on I.

2) F ′ = f ∀x ∈ [a, b]

Theorem 1.1.1. Let f be continuous on [a, b]. For every antiderivative F
of f , we have:

∫ b

a

f(x) dx = [F (x)]ba = F (b)− F (a).

In this notation, x is a dummy variable: it can be replaced by any other
letter (avoiding one that is already used in the bounds), and we can thus
also write

∫ b

a

f(x) dx =

∫ b

a

f(t) dt =

∫ b

a

f(u) du =

∫ b

a

f(τ) dτ . . .

Theorem 1.1.2. Any real, continuous function f on I has at least one
primitive.

Notation 1.1.1. (Indefinite Integral)
Given a function f continuous on I and a primitive F of f , we denote:

F (x) =

∫
f(x) dx.
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1.1. REVIEW OF RIEMANN INTEGRALS AND ANTIDERIVATIVES

1.1.3 A list of Common Antiderivatives

Function f Particular Antiderivative F Interval

a ax R

xα, α ̸= −1
xα+1

α + 1
R+

1

x
ln |x| ]−∞, 0[ ou ]0,+∞[

ex ex R

cosx sinx R

sinx − cosx R

coshx sinhx R

sinhx coshx R

1√
1− x2

arcsinx ]− 1, 1[

1

1 + x2
arctanx R

1.1.4 Some properties of integrals

Let f and g be continuous functions on [a, b]. We have:

1) Reversing the limits of integration:∫ b

a

f(x) dx = −
∫ a

b

f(x) dx.

2) Additivity with respect to intervals:∫ b

a

f(x) dx =

∫ c

a

f(x) dx+

∫ b

c

f(x) dx; c ∈ [a, b].

3) Scaling by a constant:∫ b

a

λ · f(x) dx = λ

∫ b

a

f(x) dx; λ ∈ R.
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CHAPTER 1. SINGLE AND MULTIPLE INTEGRALS

4) Linear combination:∫ b

a

[f(x)± g(x)] dx =

∫ b

a

f(x) dx±
∫ b

a

g(x) dx.

5) Integral over a point: ∫ a

a

f(x) dx = 0.

1.1.5 General Integration Formulas

Let u be a differentiable function on [a, b].

Function f Particular Antiderivative F

u′(x)uα(x), α ̸= −1
uα+1(x)

α + 1

u′(x)

u(x)
ln |u(x)|

u′(x)eu(x) eu(x)

u′(x) cos[u(x)] sin[u(x)]

u′(x) sin[u(x)] − cos[u(x)]

u′(x)√
1− u2(x)

arcsin[u(x)]

u′(x)

1 + u2(x)
arctan[u(x)]

Example 1.1.1. Evaluate the following indefinite integral:∫ (
5x4 + e3x + 9 sin 2x

)
dx

Solution. We have:

F (x) =

∫
5x4 dx+

∫
e3x dx+ 9

∫
sin 2x dx

= 5

∫
x4 dx+

1

3

∫
3e3x dx+

9

2

∫
2 sin 2x dx

= x5 +
1

3
e3x − 9

2
cos 2x+ c; c ∈ R.

Example 1.1.2. Calculate the following integral:

I =

∫ 1

0

(
3x2 + 2xex

2

+
3x2

1 + x3

)
dx

9



1.1. REVIEW OF RIEMANN INTEGRALS AND ANTIDERIVATIVES

Solution. We have:

I =

∫ 1

0

(
3x2 + 2xex

2

+
3x2

1 + x3

)
dx

=
[
x3 + ex

2

+ ln(1 + x3)
]1
0

= e+ ln 2.

1.1.6 General Methods for Computing Integrals

This part outlines the main techniques for calculating definite or indefinite
integrals.

Integration by Parts

Let u and v be two continuous functions on [a, b]. We have:∫ b

a

uv′ dx = [uv]ba −
∫ b

a

u′v dx.

Example 1.1.3. Compute the following integrals:

1) A =

∫ 2

1

lnx dx, 2) B =

∫ 1

0

xex dx, 3) C =

∫ π

0

x sinx dx.

Solution. Using the integration by parts formula:

1) A =

∫ 2

1

lnx dx:

Let u(x) = ln x, so u′(x) =
1

x
and v′(x) = 1, so v(x) = x. Then:

A = [x lnx]21 −
∫ 2

1

x

x
dx

= [x lnx− x]21 = 2 ln 2− 1.

2) B =

∫ 1

0

xex dx:

Let u(x) = x, so u′(x) = 1 and v′(x) = ex, so v(x) = ex. Then:

B = [xex]10 −
∫ 1

0

ex dx

= [xex − ex]10
= 1.

3) C =

∫ π

0

x sinx dx:
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CHAPTER 1. SINGLE AND MULTIPLE INTEGRALS

Let u(x) = x, so u′(x) = 1 and v′(x) = sinx, so v(x) = − cosx. Then:

C = [−x cosx]π0 +
∫ π

0

cosx dx

= [sin x− x cosx]π0
= π.

Change of Variables

Let f be a continuous function on [a, b], and u be a differentiable function.
If we substitute x = u(t), then:∫ b

a

f(x) dx =

∫ u−1(b)

u−1(a)

f [u(t)]u′(t) dt.

Example 1.1.4. Compute the following integrals:

1) A =

∫ π2

0

cos
(√

x
)
dx, 2) B =

∫ ln 2

0

√
ex − 1 dx.

Solution. Using the change of variables method:

1) A =

∫ π2

0

cos
(√

x
)
dx:

Let
√
x = t⇒ x = t2, so dx = 2tdt with t ∈ [0, π]. Then, we obtain:∫ π2

0

cos
(√

x
)
dx = 2

∫ π

0

t cos t dt.

Using integration by parts:
Let u(t) = t; so u′(t) = 1 and v′(t) = cos t, so v(t) = sin t. Then:

A = 2 [t sin t]π0 − 2

∫ π

0

sinx dx

= 2 [t sin t+ cos t]π0
= −4.

2) B =

∫ ln 2

0

√
ex − 1 dx:

Let
√
ex − 1 = t ⇒ x = ln(t2 + 1), so dx = 2

tdt

t2 + 1
with t ∈ [0, 1]. Then,

we obtain:

B =

∫ ln 2

0

√
ex − 1 dx = 2

∫ 1

0

t2

t2 + 1
dt

= 2

∫ 1

0

t2 + 1− 1

t2 + 1
dt =

∫ 1

0

1 dt−
∫ 1

0

1

t2 + 1
dt

= 2 [t− arctan t]10

= 2− π

2
.
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1.1. REVIEW OF RIEMANN INTEGRALS AND ANTIDERIVATIVES

Transformations of Expressions

To obtain the primitives of a continuous function f , we can transform the
expression of f(x).

Example 1.1.5. Calculate the following integrals:

1) A =

∫ 2

1

1

x2 + x
dx 2) B =

∫ π

2

0

cos2 x dx.

Solution. We can transform the form of f(x):

1) A =

∫ 2

1

1

x2 + x
dx:

We decompose f(x) into two simple fractions as follows:

1

x2 + x
=

1

x(x+ 1)
=

1

x
− 1

x+ 1
.

A =

∫ 2

1

1

x2 + x
dx =

∫ 2

1

(
1

x
− 1

x+ 1

)
dx

= [ln x− ln(x+ 1)]21 =

[
ln

(
x

x+ 1

)]2
1

= ln
4

3
.

2) B =

∫ π

2

0

cos2 x dx:

Here, we use trigonometric identities to rewrite f(x). We have:

cos2 x =
1 + cos 2x

2
, ∀x ∈ R.

B =

∫ π

2

0

cos2 x dx =
1

2

∫ π

2

0

(1 + cos 2x) dx

=
1

2

[
x+

1

2
sin 2x

]π
2

0

=
π

4
.

12



CHAPTER 1. SINGLE AND MULTIPLE INTEGRALS

1.2 Double and triple integrals

1.2.1 Double Integrals

Let f : D ⊂ R2 → R with f(x, y) being a continuous function, and D
being a domain bounded by simple curves in R2. Then, the double integral
exists:

∫∫
D

f(x, y) dx dy.

Methods for Calculating Double Integrals

Proposition 1.2.1. Let f , f1 and f2 three continuous functions;
f : D ⊂ R2 → R

(x, y) 7→ f(x, y) = f1(x) · f2(y). Here D = [a, b]× [c, d]. Then:

∫∫
D

f(x, y) dx dy =

∫∫
[a,b]×[c,d]

f1(x) · f2(y) dx dy

=

(∫ b

a

f1(x) dx

)(∫ d

c

f2(y) dy

)
.

Example 1.2.1. Compute the integral:

I =

∫∫
D

2x sin y dx dy; D = [0, 1]× [0, π].

Solution. Since f(x, y) = 2x · sin y, the integrals can be separated:

I =

∫∫
[0,1]×[0,π]

2x · sin y dx dy

=

(∫ 1

0

2x dx

)(∫ π

0

sin y dy

)
=
[
x2
]1
0
× [− cos y]π0

= 2.

13



1.2. DOUBLE AND TRIPLE INTEGRALS

Proposition 1.2.2. If f is continuous on D = [a, b]× [c, d]. So:

∫∫
D

f(x, y) dx dy =

∫∫
[a,b]×[c,d]

f(x, y) dx dy

=

∫ b

a

(∫ d

c

f(x, y) dy

)
dx

=

∫ d

c

(∫ b

a

f(x, y) dx

)
dy.

Example 1.2.2. Compute the integral:

B =

∫∫
D

1

(1 + x+ y)2
dx dy; D = [0, 1]× [0, 2].

Solution. Split the integration into two steps:

B =

∫ 2

0

[∫ 1

0

1

(1 + x+ y)2
dx

]
dy =

∫ 2

0

[
− 1

1 + x+ y

]1
0

dy

=

∫ 2

0

(
− 1

2 + y
+

1

1 + y

)
dy = [ln(y + 1)− ln(y + 2)]20

=

[
ln

(
y + 1

y + 2

)]2
0

= ln
3

2
.

Proposition 1.2.3. Let f(x, y) be a continuous function over a region D
described as:

D =
{
(x, y) ∈ R2/a ≤ x ≤ b and Φ(x) ≤ y ≤ Ψ(x)

}
.

Here Φ and Ψ are continuous functions on [a, b] according to Figure 1.1.

Figure 1.1: The region D

⇒
∫∫

D

f(x, y) dx dy =

∫ b

a

(∫ Ψ(x)

Φ(x)

f(x, y) dy

)
dx.
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CHAPTER 1. SINGLE AND MULTIPLE INTEGRALS

Example 1.2.3. Evaluate the following integral:

A =

∫∫
D

xey dx dy; D =
{
(x, y) ∈ R2/x2 ≤ y ≤ x

}
.

Solution. We will find the bounds of integration, as follows:
(x, y) ∈ D =⇒ x2 ≤ y ≤ x this implies that x2 ≤ x, thus x ∈ [0, 1].

D =
{
(x, y) ∈ R2/0 ≤ x ≤ 1 and x2 ≤ y ≤ x

}
is represented on Figure 1.2.

Figure 1.2: The region D

Now we can calculate the double integral A:

A =

∫ 1

0

(∫ x

x2

xey dy

)
dx =

∫ 1

0

x
[
ey
]x
x2
dx

=

∫ 1

0

x
(
ex − ex

2
)
dx =

∫ 1

0

xex dx−
∫ 1

0

xex
2

dx

=
[
xex
]1
0
−
∫ 1

0

ex dx− 1

2

∫ 1

0

2xex
2

dx

=

[
xex − ex − 1

2
ex

2

]1
0

=
3− e

2
.
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Proposition 1.2.4. Let f(x, y) be a continuous function over a region D
described as:

D =
{
(x, y) ∈ R2/c ≤ y ≤ d and Φ(y) ≤ x ≤ Ψ(y)

}
.

Here Φ et Ψ are continuous functions on [c, d] according to Figure 1.3.

Figure 1.3: The region D

⇒
∫∫

D

f(x, y) dx dy =

∫ d

c

(∫ Ψ(y)

Φ(y)

f(x, y) dx

)
dy.

Example 1.2.4. Calculate the double integral:

B =

∫∫
D

dx dy

(x+ y)3
; D =

{
(x, y) ∈ R2/x > 1, y > 1, x+ y < 3

}
.

Solution. We will find the bounds of integration. We can write the domain
of integration as follows:

D =
{
(x, y) ∈ R2/1 ≤ y ≤ 2 et 1 ≤ x ≤ 3 − y

}
is represented on

Figure 1.4.

Figure 1.4: The region D

16



CHAPTER 1. SINGLE AND MULTIPLE INTEGRALS

⇒ B =

∫ 2

1

[∫ 3−y

1

1

(x+ y)3
dx

]
dy =

∫ 2

1

[
− 1

2(x+ y)2

]3−y

1

dy

= −1

2

∫ 2

1

[
1

9
− 1

(y + 1)2

]
dy = −1

2

[
y

9
+

1

y + 1

]2
1

=
1

36
.

Method of Variable Substitution

Let f : D ⊂ R2 → R
(x, y) 7→ f(x, y) be a continuous function on a closed and

bounded domain. We define:
x = x(u, v),

y = y(u, v).

1) x(u, v) and y(u, v) have continuous partial derivatives.

2) The Jacobian

∣∣∣∣∣∣∣∣
∂x

∂u

∂x

∂v
∂y

∂u

∂y

∂v

∣∣∣∣∣∣∣∣ ̸= 0.

Theorem 1.2.1. If x(u, v) and y(u, v) satisfy conditions 1) and 2), then:∫∫
D

f(x, y) dx dy =

∫∫
D′
f (x(u, v), y(u, v)) | J | du dv.

Here (x, y) ∈ D and (u, v) ∈ D′.

Example 1.2.5. Calculate the following double integral using the change
of variables (polar coordinates):

I =

∫∫
D

√
x2 + y2 dx dy

and
D =

{
(x, y) ∈ R2/x2 + y2 ≤ 1

}
.

Solution. To compute this double integral, we use polar coordinates as
follows: 

x = r cos θ,

y = r sin θ.

17



1.2. DOUBLE AND TRIPLE INTEGRALS

Here

J =

∣∣∣∣∣∣∣∣
∂x

∂r

∂x

∂θ
∂y

∂r

∂y

∂θ

∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
cos θ −r sin θ

sin θ r cos θ

∣∣∣∣∣∣∣∣ = r cos2 θ + r sin2 θ = r.

Since, we have:∫∫
D

f(x, y) dx dy =

∫∫
D′
f (r cos θ, r sin θ) r dr dθ.

In this example: D′ = [0, 1]× [0, 2π] according to Figure 1.5.

Figure 1.5: The region D′

Therefore:

I =

∫∫
[0,1]×[0,2π]

r2 dr dθ

=

(∫ 1

0

r2 dr

)(∫ 2π

0

1 dθ

)
=

[
r3

3

]1
0

× [θ]2π0

=
2π

3
.
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1.2.2 Les intégrales triples

Let f : D ⊂ R3 → R with f(x, y, z) being a continuous function, and D
being a domain bounded by simple curves in R3. Then, the triple integral
exists: ∫∫∫

D

f(x, y, z) dx dy dz.

Methods for Calculating Triple Integrals

Proposition 1.2.5. Let f , f1, f2 and f3 are continuous functions;
f : D → R
(x, y) 7→ f(x, y, z) = f1(x) · f2(y) · f3(z) with D = [a1, b1]× [a2, b2]× [a3, b3].∫∫∫

D

f(x, y) dx dy =

∫∫∫
[a1,b1]×[a2,b2]×[a3,b3]

f1(x) · f2(y) · f3(z) dx dy dz

=

(∫ b1

a1

f1(x) dx

)(∫ b2

a2

f2(y) dy

)(∫ b3

a3

f3(z) dz

)
.

Example 1.2.6. Compute this integral:

I =

∫∫∫
D

x2yz dx dy dz

et
D = [0, 1]× [1, 2]× [0, 2].

Solution. Separate the variables and solve each term as follows:

I =

∫∫∫
[0,1]×[1,2]×[0,2]

x2yz dx dy dz

=

(∫ 1

0

x2 dx

)(∫ 2

1

y dy

)(∫ 2

0

z dz

)
=

[
x3

3

]1
0

×
[
y2

2

]2
1

×
[
z2

2

]1
0

= 1.

Proposition 1.2.6. Let f be a continuous function, let D be defined as:{
(x, y, z) ∈ R3/a ≤ x ≤ b, Φ1(x) ≤ y ≤ Ψ1(x),Φ2(x, y) ≤ z ≤ Ψ2(x, y)

}
,

where Φ1, Ψ1, Φ2 and Ψ2 are continuous functions. Then:

⇒
∫∫

D

f(x, y, z) dx dy dz =

∫ b

a

 Ψ2(x)∫
Φ1(x)

 Ψ2(x,y)∫
Φ2(x,y)

f(x, y, z) dz

 dy
 dx.
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1.2. DOUBLE AND TRIPLE INTEGRALS

Example 1.2.7. Compute the integral:

I =

∫∫
D

1

(1 + x+ y + z)3
dx dy dz

with

D =
{
(x, y) ∈ R2/x ≥ 0, y ≥ 0, z ≥ 0 and x+ y + z ≤ 1

}
.

Solution. The region D can be described using the inequalities

0 ≤ x ≤ 1, 0 ≤ y ≤ 1− x, 0 ≤ z ≤ 1− x− y.

Write the triple integral:

I =

∫ 1

0

 1−x∫
0

 1−x−y∫
0

1

(1 + x+ y + z)3
dz

 dy
 dx

Compute the z−integral:

∫ 1−x−y

0

1

(1 + x+ y + z)3
dz =

[
− 1

2(1 + x+ y + z)2

]1−x−y

0

= −1

8
+

1

2(1 + x+ y)2
.

Simplify:

I =

∫ 1

0

 1−x∫
0

[
1

2(1 + x+ y)2
− 1

8

]
dy

 dx
= −1

2

∫ 1

0

[
y

4
+

1

1 + x+ y

]1−x

0

dx

= −1

2

∫ 1

0

(
−x
4
− 1

1 + x
+

3

4

)
dx

=

[
−x

2

8
+

3

4
x− ln(x+ 1)

]1
0

=
ln 2

2
− 5

16
.
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CHAPTER 1. SINGLE AND MULTIPLE INTEGRALS

1.3 Applications to area and volume computation

The area A of a domain D can be computed using double integrals:

1) With Cartesian coordinates:

A =

∫∫
D

dx dy.

2) With polar coordinates:

A =

∫∫
D

r dr dθ.

Example 1.3.1. Let D be the domain defined by:

D =
{
(x, y) ∈ R2/− 1 ≤ x ≤ 1 and x2 ≤ y ≤ 4− x3

}
.

Compute the area of D.

Solution. The area can be computed as:

area(D) =

∫ 1

−1

∫ 4−x3

x2

dy dx =

∫ 1

−1

(4− x3 − x2) dx

=

[
4x− x4

4
− x3

3

]1
−1

=
22

3
.

Example 1.3.2. Let D be the disk centered at (0, 0) with radius R:

D =
{
(x, y) ∈ R2/x2 + y2 ≤ R2

}
.

Compute the area of D.

Solution. Switch to polar coordinates:

area(D) =

∫ 2π

0

∫ R

0

r dr dθ

=

(∫ R

0

r dr

)(∫ 2π

0

1 dθ

)
=

[
r2

2

]R
0

× [θ]2π0

= πR2.
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Mass and Moment of Inertia

Let σ(x, y) be the density of a material within a plane domain D:

• The mass is:

M =

∫∫
D

σ(x, y) dx dy.

• The moment of inertia about the x−axis is:

Iox =

∫∫
D

y2σ(x, y) dx dy.

• The moment of inertia about the y−axis is:

Ioy =

∫∫
D

x2σ(x, y) dx dy.

• The moment of inertia about the origin is:

I0 =

∫∫
D

(x2 + y2)σ(x, y) dx dy.

Volume Calculations

The volume V of the domain D ⊂ R3 is given by:

V =

∫∫∫
D

dx dy dz.

Mass and Moment of Inertia

For 3D regions, the analogous formulas involve triple integrals.
Let σ(x, y, z) be the density of a material within a plane domain D:

• The mass is:

M =

∫∫
D

σ(x, y, z) dx dy dz.

• The moment of inertia about the x−axis is:

Iox =

∫∫
D

(y2 + z2)σ(x, y, z) dx dy dz.

• The moment of inertia about the y−axis is:

Ioy =

∫∫
D

(x2 + z2)σ(x, y, z) dx dy dz.

• The moment of inertia about the origin is:

I0 =

∫∫
D

(x2 + y2 + z2)σ(x, y, z) dx dy dz.
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1.4 Supplementary exercises

Exercise 1.1. Compute the following indefinite integrals:

1)

∫
x2√
x3 + 2

dx, 2)

∫
x+ 1

x2 + 2x+ 3
dx, 3)

∫
(ex cosx− ex sinx) dx,

4)

∫
sin

√
x dx, 5)

∫
x4

1− x2
dx, 6)

∫
ex(1/x+ lnx) dx.

Exercise 1.2. Evaluate the following definite integrals:

1)

∫ 3

−1

e|x| dx, 2)

∫ e

2

ln2 x− 1

x ln2 x
dx, 3)

∫ 1

0

1

1 +
√
x
dx,

4)

∫ π/2

0

√
sinx+ 1 dx, 5)

∫ e

1

x(lnx)2 dx, 6)

∫ π

0

sin2 x cos2 x dx.

7)

∫ 1

0

√
ex + 1 dx, 8)

∫ 2

1

lnx

x2
dx, 9)

∫ 1

0

sinhx cosh3 x dx.

Exercise 1.3. Compute the following double integrals:

1) I1 =

∫∫
D1

1

(x+ y + 1)2
dx dy where D1 = [0, 1]× [0, 1].

2) I2 =

∫∫
D2

x

(1 + x2)(1 + xy)
dx dy where D2 = [0, 1]× [0, 1].

3) I3 =

∫∫
D3

1

y cosx+ 1
dx dy where D3 =

[
0,
π

2

]
×
[
0,

1

2

]
.

4) I4 =

∫∫
D4

x+ y

exey
dx dy where D4 =

{
(x, y) ∈ R2/x, y ≥ 0, x+ y ≤ 1

}
.

5) I5 =

∫∫
D5

1

1 + x2 + y2
dx dy where D5 =

{
(x, y) ∈ R2/ x2 + y2 ≤ 1

}
.

6) I6 =

∫∫
D6

√
x dx dy where D6 =

{
(x, y) ∈ R2/ x2 ≤ y ≤ x

}
.

7) I7 =

∫∫
D7

x2y dx dy with D7 =
{
(x, y) ∈ R2/y ≥ 0, x2 + y2 − 2x ≤ 0

}
.

8) I8 =

∫∫
D8

dx dy where D8 =
{
(x, y) ∈ R2/0 ≤ y ≤ x, x2 + y2 ≤ 4

}
.
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Exercise 1.4. Calculate the following triple integrals:
1)

I1 =

∫∫∫
D1

cos(x+ y − z) dx dy dz

with
D1 =

[
0,
π

2

]
×
[
0,
π

2

]
×
[
0,
π

2

]
.

2)

I2 =

∫∫∫
D1

1√
x+ y + z

dx dy dz

with
D2 = [0, 1]× [1, 2]× [1, 2] .

3)

I3 =

∫∫∫
D2

1

(1 + x+ y + z)3
dx dy dz

with
D3 =

{
(x, y, z) ∈ R3/x, y, z ≥ 0, x+ y + z ≤ 1

}
.
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Chapter 2

Improper Integrals

In this chapter, we extend the concept of integrals to functions defined on:

1) Unbounded intervals.

2) Intervals where the function has infinite values at one or more
boundaries.

2.1 Integrals of Functions Defined on Unbounded Intervals

Definition 2.1.1. Let f be a continuous function on [a, b[⊂ R. Then:∫ b

a

f(x) dx = lim
t→
<
b

∫ t

a

f(x) dx.

This is called a improper integral. If F is an antiderivative of f , we can
write: ∫ b

a

f(x) dx = [F (x)]ba = lim
x→

<
b
F (x)− F (a).

2.1.1 Convergence and Divergence

Let f be a continuous function on the interval [a, b[⊂ R.

1) The integral

∫ b

a

f(x) dx converges if the limit exists and is finite.

2) The integral

∫ b

a

f(x) dx diverges if the limit does not exist or is infinite.

2.2 Integrals of Functions with Infinite Values at Boundaries

Definition 2.2.1. Let f be a continuous function on the interval [a,+∞[.
Hence, The integral is defined as:∫ +∞

a

f(x) dx = lim
t→+∞

∫ t

a

f(x) dx.
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2.2. INTEGRALS OF FUNCTIONS WITH INFINITE VALUES AT BOUNDARIES

This is called also a improper integral. We can write:∫ +∞

a

f(x) dx = [F (x)]+∞
a = lim

x→+∞
F (x)− F (a).

Similarly, integrals on other intervals, such as ]a, b], ]a, b[, ] − ∞, a] or
]−∞,+∞[, can be defined in an analogous manner.

2.2.1 Calcul pratique des intégrales généralisées

The aim of this chapter is to define the nature of the improper integral.
One of the methods is to determine whether it exists or not, as follows.

Using an Antiderivative

Let f be a continuous function on the interval ]a, b], and let F be an
antiderivative of f . Then:∫ b

a

f(x) dx = [F (x)]ba = F (b)− lim
x→

>
a
F (x).

Example 2.2.1. Compute the following improper integrals

1) A =

∫ 5

0

1√
x
dx, 2) B =

∫ 1

0

1

x
dx, 3) C =

∫ +∞

0

1

1 + x2
dx.

Solution. We will use the previous chapter to find the antiderivatives:

1) A =

∫ 5

0

1√
x
dx:

Using the formula for powers of x;

∫
xα dx =

xα+1

α + 1
; α ̸= −1.

A =

∫ 5

0

1√
x
dx =

∫ 5

0

x
−
1

2 dx =
[
2
√
x
]5
0

= 2
√
5− 2 lim

x→
>
0

√
x = 2

√
5.

Therefore, the integral

∫ 5

0

1√
x
dx converges.

2) B =

∫ 1

0

1

x
dx:

B =

∫ 1

0

1

x
dx =

[
lnx
]1
0
= ln 1− lim

x→
>
0
lnx = +∞.

Thus, the integral

∫ 1

0

1

x
dx diverges.
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3) C =

∫ +∞

0

1

1 + x2
dx:

C =

∫ +∞

0

1

1 + x2
dx =

[
arctanx

]+∞

0
= lim

x→+∞
arctanx− arctan 0 =

π

2
.

Hence, the integral

∫ +∞

0

1

1 + x2
dx converges.

Intégration par parties

Let u and v are continuous functions, then:∫ b

a

uv′ dx = [uv]ba −
∫ b

a

u′v dx.

Example 2.2.2. Compute the following improper integrals:

1) A =

∫ 1

0

lnx dx, 2) B =

∫ +∞

0

xe−x dx.

Solution. We will use the method of integration by parts:

1) A =

∫ 1

0

lnx dx:

u(x) = lnx d’où u′(x) =
1

x
et v′(x) = 1 d’où v(x) = x. Alors:

A = [x lnx]10 −
∫ 1

0

x

x
dx

= [x lnx− x]10 = −1− lim
x→

>
0
(x lnx− x)

= −1.

Therefore, the integral

∫ 1

0

lnx dx converges.

2) B =

∫ +∞

0

xe−x dx:

u(x) = x d’où u′(x) = 1 et v′(x) = e−x d’où v(x) = −e−x. Alors:

B =
[
−xe−x

]+∞
0

+

∫ +∞

0

e−x dx

=
[
−xe−x − e−x

]+∞
0

= − lim
x→+∞

(xe−x + e−x) + 1

= 1.

Thus, the integral

∫ +∞

0

xe−x dx converges.
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Change of variables

Let f be a continuous function on ]a, b], and u be a differentiable function.
If we substitute x = u(t); then we obtain:∫ b

a

f(x) dx =

∫ u−1(b)

u−1(a)

f [u(t)]u′(t) dt.

Example 2.2.3. Evaluate the following improper integrals:

A =

∫ +∞

3

1

x
√
x+ 1

dx.

Solution. We will utilize the method of change of variables:

Let
√
x+ 1 = t⇒ x = t2 − 1, so dx = 2tdt with t ∈ [2,+∞[. Then:∫ +∞

3

1

x
√
x+ 1

dx = 2

∫ +∞

2

1

t2 − 1
dt.

We can decompose f(t) into two simple terms as follows:
2

t2 − 1
=

2

(t+ 1)(t− 1)
=

1

t− 1
− 1

t+ 1
. Thus:

A = 2

∫ +∞

2

1

t2 − 1
dt =

∫ +∞

2

(
1

t− 1
− 1

t+ 1

)
dt

= [ln(t− 1)− ln(t+ 1)]+∞
2 =

[
ln

(
t− 1

t+ 1

)]+∞

2

= lim
t→+∞

ln

(
t− 1

t+ 1

)
− ln

1

3
= ln 3.

Hence, the integral

∫ +∞

3

1

x
√
x+ 1

dx converges.

2.2.2 Integration of Positive Functions

If f is negative on I, then −f is positive on I, and the convergence of the

integral

∫ b

a

f(x) dx reduces to that of the integral

∫ b

a

−f(x) dx.
The following study will be limited exclusively to positive functions.

2.2.3 Riemann’s integral

Let f : [1,+∞[→ R+
∗

x 7→ f(x) =
1

xα
be a continuous function; α ∈ R.
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First case. If α = 1:

I1 =

∫ +∞

1

1

x
dx = [lnx]+∞

1

= lim
x→+∞

lnx− ln 1

= +∞.

Thus, the integral

∫ +∞

1

1

x
dx diverges.

Second case. If α ̸= 1:

Iα =

∫ +∞

1

1

xα
dx =

∫ +∞

1

x−α dx =

[
x1−α

1− α

]+∞

1

= lim
x→+∞

x1−α

1− α
− 1

1− α

=


1

α− 1
si α > 1,

+∞ si α < 1.

Therefore, the integral

∫ +∞

1

1

xα
dx


converges if α > 1,

diverges if α ≤ 1.

In the general case, there are two types of Riemann integrals; a > 0:

First type:

∫ +∞

a

1

xα
dx converges if α > 1.

Second type:

∫ a

0

1

xα
dx converges if α < 1.

Test of Comparaison

Theorem 2.2.1. Let f and g be two continuous functions on the interval
[a,+∞[, such that:

0 ≤ f(x) ≤ g(x), ∀x ∈ [a,+∞[.

Then:

1) If

∫ +∞

a

g(x) dx converges ⇒
∫ +∞

a

f(x) dx converges.

2) If

∫ +∞

a

f(x) dx diverges ⇒
∫ +∞

a

g(x) dx diverges.
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Example 2.2.4. determine whether the following integrals converge or
diverge by using the test of Comparaison:

1) A =

∫ +∞

1

e−x2

dx, 2) B =

∫ +∞

2

2 + sin x

x3
dx, 3) C =

∫ 1

0

ex

x
dx.

Solution. 1) A =

∫ +∞

1

e−x2

dx:

We have: x ≥ 1 ⇒ x2 ≥ x⇒ −x2 ≤ −x. Then: e−x2 ≤ e−x ∀x ≥ 1.

Since lhe integral

∫ +∞

1

e−x dx converges

(∫ +∞

1

e−x dx =
[
−e−x

]+∞
1

= e−1

)
thus, our integral

∫ +∞

1

e−x2

dx converges also by the test of Comparaison.

2) B =

∫ +∞

2

2 + sin x

x3
dx:

We know that: −1 ≤ sinx ≤ 1. So:
2 + sin x

x3
≤ 3

x3
∀x ≥ 2.

Since

∫ +∞

2

1

x3
dx is convergent (Riemann’s integral 1st type α = 3 > 1),

then the integral

∫ +∞

2

2 + sin x

x3
dx converges by the test of Comparaison.

3) C =

∫ 1

0

ex

x
dx:

We have: 1 < ex ≤ e. Then:
1

x
≤ ex

x
∀x > 0.

Since the integral

∫ 1

0

1

x
dx is divergent (Riemann’s integral 2nd type α = 1),

therefore the integral

∫ 1

0

ex

x
dx diverges by the test of Comparaison.

Limit comparison test

Theorem 2.2.2. Let f and g be two continuous functions on the interval
]a, b]. We say that:

f ∼
a
g ⇔ lim

x→
>
a

f(x)

g(x)
= 1.

Thus,

∫ b

a

f(x) dx and

∫ b

a

g(x) dx are either converge or diverge:

1) If

∫ b

a

g(x) dx is convergent ⇒
∫ b

a

f(x) dx converges .

2) If

∫ b

a

g(x) dx is divergent ⇒
∫ b

a

f(x) dx diverges.
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Example 2.2.5. determine whether the following integrals converge or
diverge by using the limit comparison test:

1) A =

∫ +∞

1

x+ 3

x3 + x+ 1
dx, 2) B =

∫ 2

0

sinx

x
√
x
dx.

Solution. 1) A =

∫ +∞

1

x+ 3

x3 + x+ 1
dx:

f(x) =
x+ 3

x3 + x+ 1
∼
+∞

g(x) =
x

x3
=

1

x2
with lim

x−→+∞

f(x)

g(x)
= 1.∫ +∞

1

1

x2
dx is convergent (It is a Riemann’s integral 1st type α = 2 > 1),

we deduce that

∫ +∞

1

x+ 3

x3 + x+ 1
dx converges by the limit comparison test.

2) B =

∫ 2

0

sinx

x
√
x
dx:

• The function x 7−→ sinx

x
√
x
is continuous and positive on ]0, 2].

We have: sinx ∼
0
x when x −→ 0, hence:

f(x) =
sinx

x
√
x
∼
0
g(x) =

x

x
√
x
=

1√
x
with lim

x−→0

f(x)

g(x)
= 1.

Since

∫ 2

0

1√
x
dx converges (Riemann’s integral 2nd type α = 1/2 < 1),

then the integral

∫ 2

0

sinx

x
√
x
dx converges also by the limit comparison test.

2.2.4 Integration of Functions with Arbitrary Signs

Definition 2.2.2. Let f be a continuous function on ]a, b].

If

∫ b

a

|f(x)| dx converges ⇒
∫ b

a

f(x) dx is said to be absolutely convergent.

⇒
∫ b

a

f(x) dx is convergent.

Example 2.2.6. Investigate the convergence of this integral:∫ +∞

1

cosx

x
√
x
dx.

Solution. We will study the integral with the absolute value:

We know that: −1 ≤ cosx ≤ 1, so: | cosx| ≤ 1 ∀x ≥ 1. Then:∣∣∣∣cosxx
√
x

∣∣∣∣ = | cosx|
x
√
x

≤ 1

x
√
x
=

1

x3/2
, ∀x ≥ 1.
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Since

∫ +∞

1

1

x3/2
dx is convergent (Riemann’s integral 1st type α = 3/2 > 1),

thus the integral

∫ +∞

1

∣∣∣∣cosxx
√
x

∣∣∣∣ dx converges by the test of Comparaison.

⇒
∫ +∞

1

cosx

x
√
x
dx is absolutely convergent.

⇒
∫ +∞

1

cosx

x
√
x
dx converges.

Abel’s test

Theorem 2.2.3. Let f and g be two continuous functions on the interval
[a, b[. Then

1) If f be monotonic with lim
x→

<
b
f(x) = 0.

and

2) There exists M > 0 such that for all t ∈ [a, b[:

∣∣∣∣∫ t

a

g(x) dx

∣∣∣∣ ≤M .

Therefore

∫ b

a

f(x)g(x) dx converges.

Example 2.2.7. Study the convergence of this integral by using the Abel’s
test: ∫ +∞

1

sinx

x
dx.

Solution. Indeed: The function f(x) =
1

x
is continuous and decreasing on

[1,+∞[ and lim
x→+∞

f(x) = 0.

On the other hand, for all x ∈ [1,+∞[:∣∣∣∣∫ t

1

sinx dx

∣∣∣∣ = ∣∣∣ cos t− cos 1
∣∣∣ ≤ 2.

Thus, according to Abel’s test, the improper integral∫ +∞

1

sinx

x
dx

is convergent.
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2.3 Supplementary exercises

Exercise 2.1. Compute the following improper integrals:

1)

∫ +∞

1

1

x
√
lnx

dx, 2)

∫ +∞

0

x3e−x2

dx, 3)

∫ 441

0

π sin(π
√
x)√

x
dx,

4)

∫ +∞

1

1

x(x2 + 1)
dx, 5)

∫ +∞

0

1√
ex + 1

dx, 6)

∫ 2

1

1

x
√
x2 − 1

dx.

Exercise 2.2. Determine if the following integrals is convergent or
divergent and if it’s convergent find its value:

1)

∫ +∞

0

x2

x17/5 + 1
dx, 2)

∫ +∞

1

ecosx

x
dx, 3)

∫ e

1

1

lnx
dx,

4)

∫ +∞

1

1

2
√
x
dx, 5)

∫ +∞

2

sinx

x2
√
x
dx, 6)

∫ 1

0

cosx√
x
dx.

Exercise 2.3. Investigate if the following integrals is convergent or
divergent and if it’s convergent find its value:

1)

∫ +∞

1

x

x4 + 1
dx, 2)

∫ +∞

2

lnx

x
√
x
dx, 3)

∫ 1

0

ln(1 + x)

x2
dx,

4)

∫ +∞

1

1
√
xe

√
x
dx, 5)

∫ +∞

1

arctanx

x3
dx, 6)

∫ 0

−∞

e1/x

x2
dx.
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Chapter 3

Differential Equations

Differential equations are of great utility in various engineering fields. In
chemical engineering, they are essential for modeling reaction kinetics and
process dynamics, especially in scenarios such as mixing problems involving
multiple tanks and substances, which are critical for reactor design and
process optimization. In civil engineering, differential equation models are
indispensable for assessing the safety and longevity of structures under
various loading conditions, such as in the analysis of the seismic resistance
of multi-story buildings

3.1 Review of Ordinary Differential Equations

Definition 3.1.1. A differential equation is an equation that establishes
a relationship between the independent variable x, the unknown function
y = y(x), and some of its derivatives. It is expressed as:

F (x, y, y′, · · · , y(n)) = g(x).

Remark 3.1.1. If the unknown function in the differential equation
depends on a single variable, the equation is called an ordinary differential
equation (ODE).

Definition 3.1.2. The order of a differential equation is defined as the
order of the highest derivative appearing in the equation.

Definition 3.1.3. The integral or solution of a differential equation is
any function that satisfies the equation.

3.1.1 First-Order Linear Differential Equations

Definition 3.1.4. A first-order linear differential equation can be
written in the form:

a(x)y′ + b(x)y = c(x),

where a, b and c are continuous functions on a given interval with a ̸= 0.
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Homogeneous Equation (Without Second Member)

Consider the following differential equation:

a(x)y′ + b(x)y = 0. (3.1)

The solutions of (3.1) are y(x) = 0 and nonzero solutions satisfying
y′(x)

y(x)
= − b(x)

a(x)
with a(x) ̸= 0.

Since a and b are continuous functions, it follows that ln |y(x)| = R(x)+λ1

where R is an antiderivative of − b(x)
a(x)

.

Thus, the solutions to (3.1) are given by:

y(x) = λeR(x).

If a condition x = x0 is fixed, the solution of (3.1) is unique:

y(x0) = λeR(x0)

In particular, if y vanishes at a point, then y is identically zero.

Non-Homogeneous Equation (With Second Member)

Consider the following differential equation:

a(x)y′ + b(x)y = c(x). (3.2)

The resolution method is divided into two steps:

1) Solve the homogeneous equation. The general solution is:

yg(x) = λ exp

(∫
−b(x)
a(x)

dx

)
, a ̸= 0 et λ ∈ R.

2) Find a particular solution by considering λ as a function of x (hence
the name method of variation of parameters):

yp(x) = λ(x) exp

(∫
−b(x)
a(x)

dx

)
with

λ(x) =

∫
c(x)

a(x)
exp

(∫
b(x)

a(x)
dx

)
dx.

Thus, the solution to (3.2) is given by:

y(x) = yg(x) + yp(x).
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Example 3.1.1. Solve the following differential equation:

y′ + (tanx)y = cosx; ∀x ∈
[
0,
π

2

[
Solution. Consider the equation: y′ + (tanx)y = cosx; x ∈ [0, π/2[.

• The functions a(x) = 1, b(x) = tanx and c(x) = cosx are
continuous on [0, π/2[. Since a(x) ̸= 0, then we have

f(x) =
b(x)

a(x)
=

tanx

1
= tanx =

sinx

cosx
.

The general solution of the homogeneous equation is:

yg(x) = λ exp

(
−
∫
f(x) dx

)
= λ exp

(∫
− sinx

cosx
dx

)
= λeln(cosx) = λ cosx.

Thus, yg(x) = λ cosx; λ ∈ R.
Finding a particular solution, we write:

yp(x) = λ(x) cosx.

λ(x) =

∫
c(x)

a(x)
exp

(∫
f(x) dx

)
dx =

∫
cosx · exp

(∫
sinx

cosx
dx

)
dx

=

∫
cosx · e− ln(cosx) dx =

∫
cosx · exp

[
ln
( 1

cosx

)]
dx

=

∫
cosx

cosx
dx = x.

=⇒ yp(x) = x cosx. Finally:
=⇒ the solutions are: y(x) = yg(x) + yp(x) = (x+ λ) cosx; λ ∈ R.

3.1.2 Second-Order Linear Differential Equations with Constant Coefficients

Homogeneous Differential Equations with Constant Coefficients

Definition 3.1.5. A second-order linear homogeneous differential
equation with constant coefficients is any equation of the form:

ay
′′
+ by′ + cy = 0 (3.3)

where a,b and c are real constants, and a ̸= 0.

We search for a solution of the form:

y(x) = erx.
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The development of the differential equation with this function y leads to
the following characteristic equation:

ar2 + br + c = 0.

Depending on the sign of the discriminant (∆ = b2−4ac),then the solutions
of (3.3) are:

• ∆ > 0: Distinct Real Roots r1 and r2

y(x) = c1e
r1x + c2e

r2x.

• ∆ < 0: Complex Roots r1 = α + iβ and r2 = α− iβ

y(x) = c1e
r1x + c2e

r2x = eαx [A cos(βx) +B sin(βx)] .

• ∆ = 0: Repeated Root r

y(x) = erx(c1x+ c2).

Here, c1 and c2 are arbitrary constants determined by initial or boundary
conditions.

Differential Equations with Constant Coefficients and a Non-Homogeneous
Term

Here we aim to determine the solution of differential equations of the form:

ay
′′
+ by′ + cy = f(x). (3.4)

where a,b and c are real constants and a ̸= 0.

The resolution method is divided into two steps:

1) We first solve the homogeneous equation: we obtain the general
solution, denoted by yg.

2) We then look for a particular solution of the non-homogeneous equation,
denoted by yp.

The solution of the equation (3.4) is then:

y(x) = yg(x) + yp(x).

Below, we present the form of the particular solutions for several specific
cases of the function f(x). In the entire table Pn, Qn and Zn denote
polynomials, all of degree n. Additionally k, α and β are real numbers,
and (Ec) is the characteristic equation associated with (3.4).
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Form of the non-homogeneous term f(x) Form of the particular solution yp

Pn(x) with c ̸= 0 Qn(x)

Pn(x) with c = 0 et b ̸= 0 xQn(x)

Pn(x) with c = b = 0 x2Qn(x)

Pn(x)e
kx with k not a root of (Ec) Qn(x)e

kx

Pn(x)e
kx with k a simple root of (Ec) xQn(x)e

kx

Pn(x)e
kx with k a double root of (Ec) x2Qn(x)e

kx

Pn(x)e
αx cos(βx), α + iβ not a root of (Ec) eαx [Qn(x) cos(βx) + Zn(x) sin(βx)]

Pn(x)e
αx sin(βx), α + iβ not a root of (Ec) eαx [Qn(x) cos(βx) + Zn(x) sin(βx)]

Pn(x)e
αx cos(βx), α + iβ a double root xeαx [Qn(x) cos(βx) + Zn(x) sin(βx)]

Pn(x)e
αx sin(βx), α + iβ a double root xeαx [Qn(x) cos(βx) + Zn(x) sin(βx)]

Example 3.1.2. Solve the following differential equation:

y′′ − 5y′ + 6y = e2x.

Solution. First, calculate the general solution of the homogeneous
equation: y′′ − 5y′ + 6y = 0.
The characteristic equation is r2 − 5r + 6 = (r − 2)(r − 3) = 0.
=⇒ r1 = 2 and r2 = 3. The general solution of the previous homogeneous
equation is:

yg(x) = c1e
2x + c2e

3x; c1, c1 ∈ R.
The right-hand side is of the form Aekx, so we seek a particular solution of
the form axekx because r1 = k = 2 and r2 ̸= k. Therefore: yp(x) = axe2x.

yp solution ⇐⇒ a(4x+ 4)e2x − 5a(1 + 2x)e2x + 6axe2x = e2x

⇐⇒ a = −1.

=⇒ yp(x) = −xe2x. We deduce that the solution are:
y(x) = yg(x) + yp(x) = c1e

2x + c2e
3x − xe2x; c1, c1 ∈ R.
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3.2 Partial differential equations

In the first section, we dealt with solving differential equations where the
unknown function depends on a single variable, which we referred to as an
ordinary differential equation (O.D.E). In this section, we will extend our
study to cases where the unknown function depends on multiple variables.
In such cases, we are tasked with solving partial differential equations
(P.D.E). We will focus on the study and solution of first- and second-order
equations.

3.2.1 Generalities

Let be u a function depending on n independent variables x1, x2, · · · , xn.

Definition 3.2.1. A P.D.E. (partial differential equation) is any relation
involving an unknown function u, the variables x1, x2, · · · , xn and its partial
derivatives. The general form is given by:

F

(
x1, · · · , xn, u,

∂u

∂x1
, · · · , ∂

nu

∂xn1
, · · · , ∂nu

∂xm1
1 · · · ∂xmk

k

)
= g(x1, · · · , xn, u)

where 1 ≤ k ≤ n and m1 +m2 + · · ·+mk = n.

Definition 3.2.2. The order of a partial differential equation (P.D.E.) is
the order of the highest partial derivative it contains.

Definition 3.2.3. A P.D.E. is said to be linear if it is linear with respect
to u and all its partial derivatives.

Definition 3.2.4. A P.D.E. is said to be homogeneous if
g(x1, · · · , xn, u) = 0.

3.2.2 First-Order P.D.E.

Definition 3.2.5. A first-order partial differential equation (P.D.E.) is
any equation of the form:

n∑
i=1

ai(x1, · · · , xn, u)
∂u

∂xi
= g(x1, · · · , xn, u). (3.5)

{ai}i=1,...,n: referred to as the coefficients, and g may explicitly depend on
the function u.

In this study, we will focus on first-order P.D.E.s with 2 or 3 independent
variables.
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Method of Characteristics

Consider the following problem:

F (x, u(x),∇u(x)) = 0

where F ∈ C1 (Ω× R× Rn), x ∈ Ω ⊂ R (i.e. x = (x1, x2, x3)) and ∇u(x)
is the gradient of u, defined as:

∇u =

(
∂u

∂x1
,
∂u

∂x2
,
∂u

∂x3

)
.

First, we consider the case where the P.D.E. depends on two independent
variables. Let us examine the following P.D.E.:

a(x, y, u)
∂u

∂x
+ b(x, y, u)

∂u

∂y
= c(x, y, u). (3.6)

At every point in the space (x, y, u), there exists a direction whose direction
cosines are proportional to a, b and c. This field of directions defines
a family of curves, such that the tangent to each curve aligns with the
direction of the field at the point of contact. These curves are determined
by solving the following system of ordinary differential equations (O.D.E.s):

dx

a(x, y, u)
=

dy

b(x, y, u)
=

du

c(x, y, u)
. (3.7)

Let ds denote the common value of these ratios; equation (3.7) then
becomes: 

dx

ds
= a(x, y, u)

dy

ds
= b(x, y, u)

du

ds
= c(x, y, u).

Thus, the integral surface formed by the characteristics of equation (3.7)
is the desired solution, and we write:

Φ(c1, c2) = 0 ou c1 = Φ(c2). (3.8)

Hence the name of the method.

Example 3.2.1. Solve the following P.D.E.:

xy2
∂u

∂x
+ x2y

∂u

∂y
= (x2 + y2)u. (3.9)
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Solution. We associate with equation (3.8) the following system:

dx

xy2
=

dy

x2y
=

du

(x2 + y2)u
.

On one hand, we have:

dx

xy2
=

dy

x2y
⇒ ydy = xdx⇒ y2 − x2 = c2.

On the other hand

x2
dy

x2y
+ y2

dx

xy2
= x2

du

(x2 + y2)u
+ y2

du

(x2 + y2)u
xdy

xy
+
ydx

xy
=

du

u
d(xy)

xy
=

du

u
⇒ u

xy
= c1.

Thus, the solution of (3.9) is:

u

xy
= Φ(y2 − x2) ⇒ u = xyΦ(y2 − x2). (3.10)

3.2.3 Second-Order P.D.E.

Definition 3.2.6. A second-order partial differential equation (P.D.E.) is
any equation of the form:

F

(
x1, · · · , xn,

∂u

∂x1
, · · · , ∂u

∂xn
,
∂2u

∂x21
, · · · , ∂

2u

∂x2n
,

∂2u

∂x1∂x2
, · · · , ∂2u

∂xn−1∂xn

)
= 0,

or

n∑
i=1

n∑
j=1

aij(x1, · · · , xn, u)
∂2u

∂xi∂xj
+

n∑
i=1

bi(x1, · · · , xn, u)
∂u

∂xi
= h(x1, · · · , xn, u).

{aij}i,j=1,...,n and {bi}i=1,...,n: are called coefficients, and h may explicitly
depend on the function u.

We will limit our study to second-order linear and quasilinear equations
with two independent variables, that is, equations of the form:

a(x, y)
∂2u

∂x2
+ b(x, y)

∂2u

∂x∂y
+ c(x, y)

∂2u

∂y2
+ p(x, y)

∂u

∂x

+q(x, y)
∂u

∂y
+ g(x, y)u = f(x, y), (3.11)
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or

a

(
x, y, u,

∂u

∂x
,
∂u

∂y

)
∂2u

∂x2
+ b

(
x, y, u,

∂u

∂x
,
∂u

∂y

)
∂2u

∂x∂y
+ c

(
x, y, u,

∂u

∂x
,
∂u

∂y

)
∂2u

∂y2

= R

(
x, y, u,

∂u

∂x
,
∂u

∂y

)
. (3.12)

Classification of Second-Order P.D.E.s

The type of the partial differential equations (3.11) and (3.12) depends on
their discriminant ∆ = b2 − 4ac.

Definition 3.2.7. The equation is of the hyperbolic type if and only if
∆ > 0.

Example 3.2.2. Consider the following partial differential equation:

∂2u

∂x2
+
∂2u

∂y2
+ 4

∂2u

∂x∂y
= 0

defined on Ω = R2.
∆ = b2 − 4ac = 12 > 0 far all x, y of Ω. So, this is an equation of the
hyperbolic type.

Definition 3.2.8. The equation is of the parabolic type if and only if ∆ = 0.

Example 3.2.3. Consider this partial differential equation:

∂2u

∂x2
+
∂2u

∂y2
+ 2

∂2u

∂x∂y
= 0

defined on Ω = R2.
∆ = b2 − 4ac = 0 far all x, y of Ω. So, this is an equation of the parabolic
type.

Definition 3.2.9. The equation is of the elliptic type if and only if the
discriminant ∆ < 0.

Example 3.2.4. Let’s Consider the following partial differential equation:

x
∂2u

∂x2
+ y

∂2u

∂y2
+
∂u

∂x
= 0

defined on Ω = R∗
+ × R∗

+.
∆ = b2 − 4ac = −4xy < 0 far all x, y of Ω. So, this is an equation of the
elliptic type.

43



3.2. PARTIAL DIFFERENTIAL EQUATIONS

Main Equations of Physics

Laplace’s Equation It is the equation of the form:

∂2u

∂x2
+
∂2u

∂y2
= 0. (3.13)

Equation (3.13) is of the elliptic type.

Heat Equation (Diffusion Equation) It is the equation of the form:

∂2u

∂x2
=

1

a

∂u

∂t
. (3.14)

Equation (3.14) is of the parabolic type. The term
∂u

∂t
is called the

diffusion term.

Tricomi’s Equation It is the equation of the form:

∂2u

∂y2
= y

∂2u

∂x2
. (3.15)

3.2.4 Standard Form of Second-Order P.D.E.s (Method of Characteristics)

In this subsection, we explore the standard form of second-order partial
differential equations (P.D.E.s) and the method of characteristics used to
solve them

Theorem 3.2.1. The characteristic curves (3.11) are the solutions of the
equation:

a(x, y)

(
dy

dx

)2

+ b(x, y)
dy

dx
+ c(x, y) = 0 (3.16)

with a(x, y) ̸= 0.
If a(x, y) = 0 and c(x, y) ̸= 0. Then the characteristic curves (3.11) are
the solutions of the following equation:

c(x, y)

(
dy

dx

)2

+ b(x, y)
dy

dx
+ a(x, y) = 0 (3.17)

In the case where a(x, y) = 0 and c(x, y) = 0, the characteristic curves
(3.11) are straight lines with the equations:

x = k1 et y = k2
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Theorem 3.2.2. If (3.11) is of the hyperbolic type, we take as a change of
variables the characteristic curves (φ1(x, y) = k1 and φ1(x, y) = k2 ) for:

x1 = φ1(x, y)

x2 = φ2(x, y),

The equation (3.11) becomes:

∂2u

∂x1∂x2
= G

(
x1, x2, u,

∂u

∂x1
,
∂u

∂x2

)
. (3.18)

Moreover, if we take 
y1 = φ1(x, y) + φ2(x, y)

y2 = φ1(x, y)− φ2(x, y),

then (3.11) will be written as:

∂2u

∂y21
− ∂2u

∂y22
= H

(
y1, y2, u,

∂u

∂y1
,
∂u

∂y2

)
. (3.19)

Theorem 3.2.3. If (3.11) is of the parabolic type, we take as a change of
variables the characteristic curves x1 = φ1(x, y) and x2 any independent
function with φ1, the equation (3.11) becomes:

∂2u

∂x22
= G

(
x1, x2, u,

∂u

∂x1
,
∂u

∂x2

)
. (3.20)

Theorem 3.2.4. If (3.11) is of the elliptic type, we take as a change of
variables the following characteristic curves:
(η1(x, y) + iψ1(x, y) = λ1 ∈ C, η2(x, y) + iψ2(x, y) = λ2 ∈ C) for

x1 = η1(x, y) + iψ1(x, y)

x2 = η2(x, y) + iψ2(x, y),

The term involving the mixed derivative in equation (3.11) will vanish.
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Example 3.2.5. Consider the following Cauchy problem:

∂2u

∂t2
= a2

∂2u

∂x2

u(x, 0) = φ1(x)

∂u
∂t (x, 0) = φ2(x).

(3.21)

where a is a constant. Find the solution to (3.21) using the method of
characteristics.

Solution.
∂2u

∂t2
= a2

∂2u

∂x2
It is the equation of the vibrating string, the

discriminant is ∆ = 4a2 > 0, thus, it is an equation of the hyperbolic
type. The characteristic curves (3.21) are the solutions of the equation:

(
dx

dt

)2

− a2 = 0

This leads to:

(dx− adt)(dx+ adt) = 0.

Thus x − at = c1 and x + at = c2. We take as a change of variables
z(x, t) = x− at and y(x, t) = x+ at, we find

∂2u

∂t2
= a2

∂2u

∂x2
=⇒ ∂2u

∂z∂y
= 0. (3.22)

The expression (3.22) implies:

u(z, y) = Ψ1(z) + Ψ2(y),

From which it follows:

u(x, t) = Ψ1(x− at) + Ψ2(x+ at),

According to the initial conditions, we have:

u(x, 0) = Ψ1(x) + Ψ2(x) = φ1(x) (3.23)

and

∂u

∂t
(x, 0) = −aΨ′

1(x) + aΨ′
2(x) = φ2(x). (3.24)
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Integrating (3.24), we obtain:

−Ψ1(x) + Ψ2(x) =
1

a

∫ x

0

φ2(τ) dτ. (3.25)

Adding (3.23) and (3.25), we find:

Ψ2(x) =
1

2
φ1(x) +

1

2a

∫ x

0

φ2(τ) dτ.

The subtraction between (3.23) and (3.25) gives:

Ψ1(x) =
1

2
φ1(x)−

1

2a

∫ x

0

φ2(τ) dτ.

Thus, the solution of (3.21) is:

u(x, t) =
φ1(x− at) + φ1(x+ at)

2
+

1

2a

[∫ x+at

0

φ2(τ) dτ −
∫ x−at

0

φ2(τ) dτ

]
=

φ1(x− at) + φ1(x+ at)

2
+

1

2a

∫ x+at

x−at

φ2(τ) dτ. (3.26)

3.3 Special Functions

In this section, we will present the definitions and properties of some special
functions that play an important role in various areas of mathematics, such
as asymptotic series, number theory, and fractional calculus theory.

3.3.1 The Gamma Function

One of the fundamental functions in fractional calculus is the Gamma
function Γ(x). This function generalizes the factorial notion n! and allows
n to take non-integer values.

Definition 3.3.1. (The Gamma Function). The function Γ : (0,+∞) −→
R, defined by

Γ(x) =

∫ ∞

0

tx−1e−t dt, (3.27)

is called Euler’s Gamma function (or Euler’s integral of the second kind).

Gamma function defined by (3.27) has the following:

(i) Γ(x+ 1) = xΓ(x) for x > 0.

(ii) Γ(n+ 1) = n! for n ∈ N.
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The Gamma function also satisfies the following reflection formula:

Γ(x)Γ(1− x) =
π

sin(πx)
; 0 < x < 1. (3.28)

Taking x = 1/2 we obtain from (3.28) a useful particular value of the
Gamma function:

Γ
(1
2

)
=

√
π.

3.3.2 The Beta function

In many cases, it is more convenient to use the Beta function instead of a
certain combination of the values of the Gamma function.

Definition 3.3.2. (Beta function). For every x > 0, y > 0, the Beta
function is defined by

B(x, y) =

∫ 1

0

tx−1(1− t)y−1 dt. (3.29)

This function is related to the Gamma function by the following identity:

B(x, y) =
Γ(x)Γ(y)

Γ(x+ y)
; x > 0, y > 0.

It should also be mentioned that the Beta function is symmetric, meaning
that:

B(x, y) = B(y, x); ∀x > 0, ∀y > 0.

Example 3.3.1. Let the following improper integral defined by:

Γ(n+ 1) =

∫ +∞

0

xne−x dx; ∀n ∈ N.

1) Prove that this integral is convergent.

2) Deduce a relation between Γ(n+ 2) and Γ(n+ 1).

3) Calculate Γ(1) and Γ(2).

4) Deduce the value of Γ(n+ 1) for all n ∈ N.

Solution. 1) the convergence of

∫ +∞

0

xne−x dx; n ∈ N.

• The function x 7−→ f(x) = xne−x is continuous and positive on
[0,+∞[ ∀n ∈ N. Thus, we have a problem at +∞. We can write the
integral in the form:∫ +∞

0

xne−x dx =

∫ x0

0

xne−x dx+

∫ +∞

x0

xne−x dx.
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Instead of studying the entire integral, it is sufficient to study the two
integrals.

1-a)

∫ x0

0

xne−x dx.

Since f is continuous on [0, x0], hence

∫ x0

0

xne−x dx exists (it is a simple

integral) ∀n ∈ N.

1-b)

∫ +∞

x0

xne−x dx.

We know that lim
x−→+∞

xn+2e−x = 0, ∀n ∈ N. Thus, from x0, we have

xn+2e−x < 1 =⇒ f(x) <
1

x2
.

such that x ≥ x0 with n ∈ N.∫ +∞

x0

1

x2
dx converges (Riemann’s integral 1st type α = 2 > 1), it follows

that

∫ +∞

x0

xne−x dx converges by the test of comparaison. Therefore:∫ +∞

0

xne−x dx converges ∀n ∈ N (The sum of the two converge integrals ).

2) The relation between Γ(n+ 2) and Γ(n+ 1):

We have: Γ(n + 2) =

∫ +∞

0

xn+1e−x dx. We set: u(x) = xn+1, it follows

that u′(x) = (n + 1)xn and v′(x) = e−x, then v(x) = −e−x. The functions
u and v being of class C1, We can perform integration by parts:

Γ(n+ 2) =

∫ +∞

0

xn+1e−x dx =
[
− xn+1e−x

]+∞

0
+ (n+ 1)

∫ +∞

0

xne−x dx

= − lim
x−→+∞

xn+1e−x + (n+ 1)Γ(n+ 1)

= (n+ 1)Γ(n+ 1) ⇒ Γ(n+ 2) = (n+ 1)Γ(n+ 1).

3) Calculation of Γ(1) and Γ(2):

Γ(1) =

∫ +∞

0

x0e−x dx =

∫ +∞

0

e−x dx =
[
−e−x

]+∞

0
= − lim

x−→+∞
e−x+1 = 1.

With the previous relation or through integration by parts, we obtain:

Γ(2) =

∫ +∞

0

xe−x dx = 1 = Γ(0).

4) Deduce the value of Γ(n+ 1) for all n ∈ N:
We know that: Γ(n+1) = nΓ(n) = n(n−1)Γ(n−1) = n(n−1)×···×2×1
=⇒ Γ(n+ 1) = n!.
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Example 3.3.2. Let the Beta function be defined by

B(x, y) =

∫ 1

0

tx−1(1− t)y−1 dt.

1) Compute Γ

(
1

2

)
using the Beta function.

2) Deduce the value of

∫ +∞

−∞
e−x2

dx.

Solution. 1) Calculation of Γ

(
1

2

)
.

We know that: [
Γ

(
1

2

)]2
=

Γ(1/2)Γ(1/2)

Γ(1)
= B

(
1

2
,
1

2

)
.

By definition

B

(
1

2
,
1

2

)
=

∫ 1

0

t−1/2(1− t)−1/2 dt. (3.30)

Using the substitution t = x2 in (3.30), we will find:

B

(
1

2
,
1

2

)
= 2

∫ 1

0

dx√
1− x2

= 2
[
arcsinx

]1
0
= 2 (arcsin 1− arcsin 0) = π.

Thus

Γ

(
1

2

)
=

∫ +∞

0

t−1/2e−t dt =
√
π.

2) The value of

∫ +∞

−∞
e−x2

dx.

We observe that∫ +∞

0

t−1/2e−t dt = 2

∫ +∞

0

e−x2

dx =

∫ +∞

−∞
e−x2

dx.

Therefore ∫ +∞

−∞
e−x2

dx =
√
π.
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3.4 Supplementary Exercises

Exercise 3.1. Solve the following first-order differential equations:
1) (x+ 1)y′ + xy = (x+ 1)2; x > 0.
2) (x2 + 1)y′ + xy = 1.

3) (ex + 1)y′ − y =
ex

x2 + 1
.

4) y′′ + y′ − 2y = 2x+ 1.

Exercise 3.2. Solve the following second-order differential equations:
1) y′′ + y′ − 2y = 2x+ 1.
2) y′′ − 5y′ + 6y = e2x.
3) y

′′
+ 2y

′
+ y = x2 + x+ 1.

Exercise 3.3. Let g0 and g1 be two functions of a real variable, of class C2

on R, Define the function u on R∗
+ × R by:

u(x, y) = g0

(y
x

)
+ xg1

(y
x

)
.

• Justify that u is of class C2, then prove that

x2
∂2u

∂x2
(x, y) + 2xy

∂2u

∂x∂y
(x, y) + y2

∂2u

∂y2
(x, y) = 0.

Exercise 3.4. Let c ̸= 0. Find the C2−class solutions of the following
partial differential equation:

c2
∂2u

∂x2
=
∂2u

∂t2
,

using a change of variables of the form α = x+ at and β = x+ bt.

Exercise 3.5. Consider the following improper integrals:

I =

∫ +∞

0

e−x2

dx and J =

∫ +∞

0

e−x4

dx.

1) Justify the convergence of I and J .
2) Express I and J , using the Gamma function Γ.

Exercise 3.6. Verify that for all x > 0 and y > 0, we have:

1) B(x+ 1, y) =
x

x+ y
B(x, y).

2) B(1, y) =
1

y
.
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Chapter 4

Series

4.1 Infinite series

The goal of this section is to understand the meaning of such an infinite
sum and to develop methods to calculate it. Since there are infinitely
many terms to add in an infinite series, we cannot just keep adding to see
what,comes out. Instead we look at whatwe get by summing the first n
terms of the sequence and stopping. The sum of the first n termsis an
ordinary finite sum and can be calculated by normal addition. It is called
the nth partial sum. As n gets larger, we expect the partial sums to get
closer and closer to a limiting value in the same sense that the terms of a
sequence approach a limit.

Definition 4.1.1. Let (un)n a sequence of numbers. It is denoted by:

Sn = u0 + u1 + · · · · · · · · +un

=
n∑

k=0

uk.

Sn: is called the partial sum of order n.

Definition 4.1.2. Given a sequence of numbers (un)n. It is called an
infinite series with nth−term un:

+∞∑
n=0

un = u0 + u1 + · · · · · · · · +un + un+1 + · · ·

Notation 4.1.1. Here are some commonly used notations:
+∞∑
n=0

un,
∑

un or
∑
n≥0

un: it is the infinite series.

(Sn)n: is the sequence of partial sums of the series.

un: is the n
th−term of the infinite series

∑
un.

S: the sum of the infinite series
+∞∑
n=0

un if it is converges.
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4.1.1 Convergent Series

Let
∑

un is an infinite series, we say that the series converges and that
its sum is S. In this case, we also write

+∞∑
n=0

un = u0 + u1 + · · · · · · · · +un + un+1 + · · ·

= lim
n−→+∞

Sn = S.

1) If (Sn)n converges ⇒
+∞∑
n=0

un converges.

2) If (Sn)n diverges ⇒
+∞∑
n=0

un diverges.

Example 4.1.1. Find the sum of the series:

1)
+∞∑
n=1

1

n(n+ 1)
, 2)

+∞∑
n=1

ln

(
1 +

1

n

)
, 3)

+∞∑
n=0

(−1)n.

Solution. We look for a pattern in the sequence of partial sums that
might lead to a formula for Sn. The key observation is the partial fraction
decomposition:

1)
+∞∑
n=1

1

n(n+ 1)
:

un =
1

n(n+ 1)
=
a

n
+

b

n+ 1
=

(a+ b)n+ a

n(n+ 1)
.

=⇒


a+ b = 0

a = 1

=⇒ a = 1 and b = −1.

Thus, we can easily see that:

un =
1

n
− 1

n+ 1
; n ≥ 1.
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1-a) The partial sum Sn:

Sn = u1 + u2 + · · · · · · · · +un−1 + un

=

(
1− 1

2

)
+

(
1

2
− 1

3

)
+ · · · · · · · · · · · · · ·

· · · · · · · · · · ·+
(

1

n− 1
− 1

n

)
+

(
1

n
− 1

n+ 1

)
= 1− 1

n+ 1
.

1-b) the sum S of the series:

S = lim
n−→+∞

Sn = lim
n−→+∞

(
1− 1

n+ 1

)
= 1− 0 = 1.

Hence, the series converges, and its sum is 1:

+∞∑
n=1

1

n(n+ 1)
= 1.

2)
+∞∑
n=1

ln

(
1 +

1

n

)
:

un = ln

(
1 +

1

n

)
; n ≥ 1. We can write the term un in the following form:

un = ln

(
1 +

1

n

)
= ln

(
n+ 1

n

)
= ln(n+ 1)− lnn ∀n ≥ 1.

2-a) The partial sum Sn:

Sn = u1 + u2 + · · · · · · · · +un−1 + un

= (ln 2− ln 1) + (ln 3− ln 2) + · · · · · · · · · · · · · ·
· · · · · · · · · · ·+ [lnn− ln(n− 1)] + [ln(n+ 1)− lnn]

= ln(n+ 1)− ln 1 = ln(n+ 1).

2-b) the sum S of the series:

S = lim
n−→+∞

Sn = lim
n−→+∞

ln(n+ 1) = +∞.

Since the sequence of partial sums of the series does not converge, we say
that the series diverges.

55



4.1. INFINITE SERIES

3)
+∞∑
n=0

(−1)n:

S0 = 1, S1 = 1− 1 = 0, S2 = 1− 1 + 1 = 1, · · ·
The partial sums alternate between 1 and 0, so the sequence (Sn) does not
converges to a limit, therefore the series is divergent and has no sum.

Geometric Series

We will study the geometric series, which is defined as follows:

+∞∑
n=0

qn, q ∈ R+.

First case. If q = 1:

Sn = u0 + u1 + · · · · · · · · +un−1 + un

= 1 + 1 + · · · · · · · · · · ·+ 1 + 1 = n+ 1.

Since lim
n−→+∞

Sn = lim
n−→+∞

n+ 1 = +∞.

Then:
∑

1n diverges.

Second case. If q ̸= 1:
2-a) The partial sum Sn:
We know that:

Sn = u0 + u1 + · · · · · · · · +un

= 1 + q + · · · · · · · · · + qn.

Hence:

Sn+1 = 1 + q + · · · · · · qn + qn+1

= Sn + qn+1. (4.1)

On one hand, on the other hand we have:

Sn+1 = u0 + u1 + · · · · · · · · +un+1

= 1 + q + · · · · · · · · · + qn+1

= 1 + q (1 + · · · · · · · · · + qn)

= 1 + q · Sn. (4.2)

Thus, according to (4.1) and (4.2), we conclude that:

Sn(1− q) = 1− qn+1 ⇒ Sn =
1− qn+1

1− q
∀q ̸= 1.

56



CHAPTER 4. SERIES

2-b) the sum S of the series:
We calculate the limit of Sn and obtain the following:

S = lim
n−→+∞

Sn =


1

1− q
if 0 ≤ q < 1,

+∞ if q > 1.

⇒
+∞∑
n=0

qn


converges if 0 ≤ q < 1,

diverges if q ≥ 1.

Proposition 4.1.1. Let
∑

un and
∑

vn two infinite series and λ ∈ R∗.
Then, we have:

1)
∑

un and
∑

(λ · un) either both converge or both diverge.

2) If
∑

un converges and
∑

vn converges; so
∑

(un+vn) converges also.

3) If
∑

un converges and
∑

vn diverges; then
∑

(un + vn) diverges.

4) If
∑

un diverges and
∑

vn diverges; then, we cannot conclude

anything about the series
∑

(un + vn).

Divergence Test

Remark 4.1.1. Let
∑

un an infinite series.

If lim
n−→+∞

un ̸= 0 ⇒
∑

un diverges.

Example 4.1.2. Applying the Divergence Test:

1)
+∞∑
n=0

3n+ 1

2n+ 5
, 2)

+∞∑
n=1

en

n
.

Solution. Here, we calculate the limit of the nth−term:

1)
+∞∑
n=0

3n+ 1

2n+ 5
:

We have lim
n−→+∞

un = lim
n−→+∞

3n+ 1

2n+ 5
=

3

2
̸= 0 =⇒

+∞∑
n=0

un diverges.

2)
+∞∑
n=1

en

n
:

We have lim
n−→+∞

un = lim
n−→+∞

en

n
= +∞ ≠ 0 =⇒

+∞∑
n=1

un diverges.
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Remark 4.1.2. un −→ 0 but the Series Diverges.

The series
+∞∑
n=1

1

n
is called the harmonic series, It is a divergent series.

For the proof, see: Example 4.1.3.

4.1.2 Series with Positive Terms

In the study of the convergence of a series, it is not always possible to
calculate its sum. However, we can determine its behavior using other
techniques. For this, we need additional tools (the tests).

The Integral Test

Theorem 4.1.1. We consider the function defined by:
f : [N,+∞[→ R+ continuous, positive and decreasing function. We set:

un = f(n), ∀n ≥ N (Na positive integer).

Then the series
+∞∑
n=1

un and the integral

∫ +∞

1

f(x) dx both converge or both

diverge.

1) If

∫ +∞

N

f(x) dx converges ⇒
+∞∑
n=N

un converges.

2) If

∫ +∞

N

f(x) dx diverges ⇒
+∞∑
n=N

un diverges.

Example 4.1.3. Show that the harmonic series:
+∞∑
n=1

1

n
is divergent.

Solution. We may apply the Integral Test:

We have f(x) =
1

x
; x ∈ [1,+∞[. This function is continuous, positive and

decreasing. Since

∫ +∞

1

1

x
dx diverges (Riemann’s integral 1st type α = 1),

then the series
+∞∑
n=1

1

n
diverges also.
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The Riemann series

A Riemann series is any series of the form:
+∞∑
n=1

1

nα
; α ∈ R.

We notice that:

lim
n−→+∞

un =



0 si α > 0,

1 si α = 0

+∞ si α < 0.

Thus
+∞∑
n=1

1

nα
diverges if α ≤ 0. For α > 0, we can apply the Integral Test.

First case. If α = 1:
It is the harmonic series which is divergent.

Second case. If α ̸= 1:

We set f(x) =
1

xα
; x ∈ [1,+∞[. This function is continuous, positive

and decreasing and we have also:∫ +∞

1

1

xα
dx


converges if α > 1,

diverges if α < 1.

⇔
+∞∑
n=1

1

nα


converges if α > 1,

diverges if α < 1.

⇒
+∞∑
n=1

1

nα


converges if α > 1,

diverges if α ≤ 1.

The Comparison Test

Theorem 4.1.2. Let
+∞∑
n=0

un and
+∞∑
n=0

vn two series with positive terms. We

assume that:

0 ≤ un ≤ vn ∀n ≥ N (Na positive integer).

1) If
+∞∑
n=0

vn converges ⇒
+∞∑
n=0

un converges.

2) If
+∞∑
n=0

un diverges ⇒
+∞∑
n=0

vn diverges.
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Example 4.1.4. Which of the following series converge, and which
diverge? Give reasons for your answers.

:

1)
+∞∑
n=2

1

nn
, 2)

+∞∑
n=2

1√
n(n− 1)

, 3)
+∞∑
n=2

lnn

n3
.

Solution. We can apply the Comparison Test:

1)
+∞∑
n=2

1

nn
:

We konw that: n ≥ 2 ⇒ nn ≥ 2n. Then:

1

nn
≤ 1

2n
=

(
1

2

)n

∀n ≥ 2.

+∞∑
n=2

(
1

2

)n

converges (it is a geometric series with ratio 0 < q = 1/2 < 1),

hence the series
+∞∑
n=2

1

nn
converges according to the Comparison Test.

2)
+∞∑
n=2

1√
n(n− 1)

:

We have: n2 ≥ n(n− 1) ⇒ n ≥
√
n(n− 1). So:

1

n
≤ 1√

n(n− 1)
∀n ≥ 2.

Since
+∞∑
n=2

1

n
is divergent (it is the harmonic series), therefore the series

+∞∑
n=2

1√
n(n− 1)

diverges by the Comparison Test.

3)
+∞∑
n=2

lnn

n3
:

We know that: lnn ≤ n. Then:
lnn

n3
≤ n

n3
=

1

n2
∀n ≥ 2.

Since
+∞∑
n=2

1

n2
converges (it is a Riemann series with α = 2 > 1), thus this

series
+∞∑
n=2

lnn

n3
converges according to the Comparison Test.
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The Limit Comparison Test

Theorem 4.1.3. Let
+∞∑
n=0

un and
+∞∑
n=0

vn two series with strictly positive

terms. We say that:

un ∼ vn ⇔ lim
n→+∞

un
vn

= 1.

Then the series
+∞∑
n=0

un and
+∞∑
n=0

vn both converge or both diverge:

1) If
+∞∑
n=0

vn converges ⇒
+∞∑
n=0

un converges.

2) If
+∞∑
n=0

vn diverges ⇒
+∞∑
n=0

un diverges.

Example 4.1.5. Study the convergence of the following series:

1)
+∞∑
n=0

2n + n+ 3

3n + n2 + 5
, 2)

+∞∑
n=1

ln

(
1 +

1

n3

)
.

Solution. We may apply the Limit Comparison Test:

1)
+∞∑
n=0

2n + n+ 3

3n + n2 + 5
:

un =
2n + n+ 3

3n + n2 + 5
∼
+∞

vn =
2n

3n
=

(
2

3

)n

with lim
n→+∞

un
vn

= 1.

+∞∑
n=0

(
2

3

)n

converges (a geometric series with ratio 0 < q = 2/3 < 1), we

deduce that
+∞∑
n=0

2n + n+ 3

3n + n2 + 5
converges by the Limit Comparison Test.

2)
+∞∑
n=1

ln

(
1 +

1

n3

)
:

We know that ln(1 + x) ∼
0
x when x −→ 0, then:

un = ln

(
1 +

1

n3

)
∼
+∞

vn =
1

n3
because lim

n−→+∞

un
vn

= 1.

Since
+∞∑
n=1

1

n3
is convergent (a Riemann series with α = 3 > 1), we conclude

that
+∞∑
n=1

ln

(
1 +

1

n3

)
converges according to the Limit Comparison Test.

61



4.1. INFINITE SERIES

The Root Test

Theorem 4.1.4. Let
+∞∑
n=0

un be a series with positive terms, we suppose

that:

lim
n−→+∞

n
√
un = l; (finite or infinite) .

Then:

1) If l < 1 ⇒
+∞∑
n=0

un converges.

2) If l > 1 ⇒
+∞∑
n=0

un diverges.

3) If l = 1 ⇒ the test is inconclusive .

Example 4.1.6. Investigate the convergence of the following series:

1)
+∞∑
n=0

(
3n+ 2

5n+ 7

)n

, 2)
+∞∑
n=1

(
1 +

2

n

)n2

, 3)
+∞∑
n=1

(
1 +

1

n

)n

.

Solution. We shall apply the Root Test:

1)
+∞∑
n=0

(
3n+ 2

5n+ 7

)n

:

n
√
un =

(
3n+ 2

5n+ 7

)n
n =

3n+ 2

5n+ 7
=⇒ lim

n−→+∞
n
√
un = lim

n−→+∞

3n+ 2

5n+ 7
=

3

5
< 1.

Thus:
+∞∑
n=0

(
3n+ 2

5n+ 7

)n

converges by the Root Test.

2)
+∞∑
n=1

(
1 +

2

n

)n2

:

n
√
un =

(
1 +

2

n

)n

=⇒ lim
n−→+∞

n
√
un = lim

n−→+∞

(
1 +

2

n

)n

= e2 > 1.

Hence:
+∞∑
n=1

(
1 +

2

n

)n2

diverges according to the Root Test.

3)
+∞∑
n=1

(
1 +

1

n

)n

: The Divergence Test

lim
n−→+∞

un = lim
n−→+∞

(
1 +

1

n

)n

= e1 ̸= 0 =⇒
+∞∑
n=1

(
1 +

1

n

)n

diverges.
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The Ratio Test

Theorem 4.1.5. Let
+∞∑
n=0

un be a series with strictly positive terms, we

assume that:
lim

n−→+∞

un+1

un
= l; (finite or infinite) .

1) If l < 1 ⇒
+∞∑
n=0

un converges.

2) If l > 1 ⇒
+∞∑
n=0

un diverges.

3) If l = 1 ⇒ the test is inconclusive .

Example 4.1.7. Study the convergence of the following series:

1)
+∞∑
n=0

2n

n!
, 2)

+∞∑
n=1

n!

nn
, 3)

+∞∑
n=0

1× 6× · · · × (5n+ 1)

4n · n!
.

Solution. We can apply the Ratio Test:

1)
+∞∑
n=0

2n

n!
:

We know that : un+1 =
2n+1

(n+ 1)!
=

2n · 2
n!(n+ 1)

. So:

lim
n−→+∞

un+1

un
= lim

n−→+∞

2n · 2
n! · (n+ 1)

× n!

2n
= lim

n−→+∞

2

n+ 1
= 0 < 1.

Therefore:
+∞∑
n=0

2n

n!
converges by the Ratio Test.

2)
+∞∑
n=1

n!

nn
:

We have: un+1 =
(n+ 1)!

(n+ 1)n+1
=

n!(n+ 1)

(n+ 1)n(n+ 1)
=

n!

(n+ 1)n
. Then:

lim
n−→+∞

un+1

un
= lim

n−→+∞

n!

(n+ 1)n
× nn

n!
= lim

n−→+∞

(
n

n+ 1

)n

= lim
n−→+∞

(
1 +

1

n

)−n

= e−1 < 1.

Thus:
+∞∑
n=1

n!

nn
converges according to the Ratio Test.
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3)
+∞∑
n=0

1× 6× · · · × (5n+ 1)

4n · n!
:

un+1 =
1× 6× · · · × (5n+ 6)

4n+1 · (n+ 1)!
=

1× 6× · · · × (5n+ 1)× (5n+ 6)

4 · 4n · n! · (n+ 1)
. So:

lim
n−→+∞

un+1

un
= lim

n−→+∞

1× · · ×(5n+ 1)× (5n+ 6)

4 · 4n · n! · (n+ 1)
× 4n · n!

1× · · ×(5n+ 1)

= lim
n−→+∞

5n+ 6

4n+ 4

=
5

4
> 1.

Hence:
+∞∑
n=0

1× 6× · · · × (5n+ 1)

4n · n!
diverges by the Ratio Test.

4.1.3 Series with some negative terms

Definition 4.1.3. The series
+∞∑
n=0

un converges absolutely if the

corresponding series of absolute values
+∞∑
n=0

|un| converges.

Theorem 4.1.6. any infinite series absolutely converges is converges.

Example 4.1.8. Investigate the absolutely convergence of the following
series:

1)
+∞∑
n=1

(−1)n

n2 + 1
, 2)

+∞∑
n=0

cosn

3n
.

Solution. we will study the convergence of the series
∑

|un|:

1)
+∞∑
n=1

(−1)n

n2 + 1
:

The term un is not positive, immediately, we have:

|un| =
∣∣∣∣ (−1)n

n2 + 1

∣∣∣∣ = 1

n2 + 1
. Here, we can use the Limit Comparison Test:

|un| =
1

n2 + 1
∼ vn =

1

n2
because lim

n−→+∞

|un|
vn

= 1.

Since
+∞∑
n=1

1

n2
is convergent (it is a Riemann series with α = 2 > 1).
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we deduce that
+∞∑
n=1

∣∣∣∣ (−1)n

n2 + 1

∣∣∣∣ converges by the Limit Comparison Test.

⇒
+∞∑
n=1

(−1)n

n2 + 1
is absolutely convergent.

⇒
+∞∑
n=1

(−1)n

n2 + 1
converges.

2)
+∞∑
n=0

cosn

3n
:

The term un is not always positive, then we have:

|un| =
∣∣∣cosn
3n

∣∣∣ = | cosn|
3n

. Here, we can apply the Comparison Test:

| cosn|
3n

≤ 1

3n
=

(
1

3

)n

∀n ∈ N.

+∞∑
n=0

(
1

3

)n

is convergent (a geometric series with ratio 0 < q = 1/3 < 1).

We conclude that
+∞∑
n=1

∣∣∣cosn
3n

∣∣∣ converges according to the Comparison Test.

⇒
+∞∑
n=1

cosn

3n
eis absolutely convergent ⇒

+∞∑
n=1

cosn

3n
converges.

4.1.4 The Alternating Series

Definition 4.1.4. A series
+∞∑
n=0

un is said to be alternating series if:

un = (−1)nbn; bn ≥ 0 ∀n.

Theorem 4.1.7. (Leibniz’s Theorem)

+∞∑
n=0

un is alternating series. If:



lim
n−→+∞

bn = 0

and

(bn)n ↘

=⇒
+∞∑
n=0

un converges.
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Example 4.1.9. Study the convergence of the following series:

1)
+∞∑
n=1

(−1)n

n
, 2)

+∞∑
n=2

(−1)n

lnn
.

Solution. 1)
+∞∑
n=1

(−1)n

n
. Here: bn =

1

n
> 0 ∀n ≥ 1.

lim
n−→+∞

bn = 0

and

(bn)n ↘

=⇒
+∞∑
n=1

(−1)n

n
converges by Leibniz’s Theorem.

2)
+∞∑
n=2

(−1)n

lnn
. Here: bn =

1

lnn
> 0 ∀n ≥ 2.

lim
n−→+∞

bn = 0

and

(bn)n ↘

=⇒
+∞∑
n=2

(−1)n

lnn
converges according to the Theorem of

Leibniz.

Definition 4.1.5. A series
+∞∑
n=0

un is said to be converges conditionally

if it is converges and
+∞∑
n=0

|un| diverges.

Example 4.1.10. the following infinite series:

1)
+∞∑
n=1

(−1)n

n
, 2)

+∞∑
n=2

(−1)n

lnn
.

are converge conditionally.

4.2 Sequences and Series of Functions

4.2.1 Sequences of Functions

Definition 4.2.1. Let E ⊂ R and n ∈ N.
fn : E → R

x 7→ fn(x) a function.
(fn)n: is called a sequence of functions defined on E.
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The types of convergence

Definition 4.2.2. (Pointwise Convergence): Let (fn)n a sequence of
functions defined on E.
We say that (fn)n converges pointwise on E if ∀x ∈ E the sequence (fn(x))n
converges to a finite limit, which we denote by f(x).

lim
n−→+∞

fn(x) = f(x), ∀x ∈ E ⊆ R.

We write:
fn → f ; ∀x ∈ E.

Example 4.2.1. Study the pointwise convergence of the following
sequences of functions:

1) fn(x) =
1

n+ x
; n ≥ 1 with x ∈ R 2) fn(x) = xn; n ∈ N with x ∈ R+

3) fn(x) =
nx

nx+ 1
; n ∈ N x ∈ R+ 4) fn(x) = ne−nx; n ∈ N with x ∈ R.

Solution. We will calculate the limit of fn(x):

1) fn(x) =
1

n+ x
:

lim
n−→+∞

fn(x) = 0, ∀x ∈ R.

Thus, fn −→ f ; f(x) = 0 ∀x ∈ R.

2) fn(x) = xn:

lim
n−→+∞

fn(x) =



0 if 0 ≤ x < 1

1 if x = 1

+∞ if x > 1.

Hence, (fn)n diverges on R+.

3) fn(x) =
nx

nx+ 1
:

lim
n−→+∞

fn(x) =


0 if x = 0

1 if x > 0.

Therefore, fn −→ f ; f(x) =


0 if x = 0

1 if x > 0
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4) fn(x) = ne−nx:

lim
n−→+∞

fn(x) =



+∞ if x < 0

+∞ if x = 0

0 if x > 0.

Thus, the sequence (fn)n diverges on R+.

Definition 4.2.3. (The domain of Convergence): Let (fn)n a sequence
of functions defined on E. We call the domain of convergence D the set of
”x” where the sequence of functions converges pointwise.

Example 4.2.2. We will conclude the domain of convergence for the
sequences of functions mentioned above:

1) fn(x) =
1

n+ x
; n ≥ 1 with x ∈ R ⇒ D = R.

2) fn(x) = xn; n ∈ N with x ∈ R+ ⇒ D = [0, 1].

3) fn(x) = ne−nx; n ∈ N with x ∈ R ⇒ D =]0,+∞[.
4) fn(x) = nx+ 1; n ∈ N with x ∈ R ⇒ D = {0}.

Definition 4.2.4. (The uniform convergence): Let (fn)n a sequence
of functions; fn →

C·P
f ; ∀x ∈ E.

(fn)n converges uniformly tof ⇔ lim
n−→+∞

sup
x∈E

|fn(x)− f(x)| = 0.

We denote:

fn ⇒ f ; ∀x ∈ E.

Example 4.2.3. Investigate the pointwise convergence and the uniform
convergence of the following sequences of functions:

1) fn(x) =
1

n+ x
; n ≥ 1 with x ∈ [0, 2],

2) fn(x) = xn; n ∈ N with x ∈
[
0,

1

2

]
,

3) fn(x) = xe−nx; n ≥ 1 with x ∈ R+.
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Solution. We will first study the pointwise convergence and then the
uniform convergence:

1) fn(x) =
1

n+ x
:

1-a) The pointwise convergence:

lim
n−→+∞

fn(x) = 0, ∀x ∈ R.

Then: fn −→ f ; f(x) = 0 ∀x ∈ [0, 2].
1-b) The uniform convergence:

|fn(x)− f(x)| =
∣∣∣∣ 1

n+ x
− 0

∣∣∣∣ = 1

n+ x
.

We have:

g(x) =
1

n+ x
; x ∈ [0, 2].

We know that g is continuous and differentiable on [0, 2]:

g′(x) = − 1

(n+ x)2
⇒ g′(x) < 0 ⇒ g ↘ .

x

g′(x)

g

0 2

−

The study of the monotonicity of the function g on [0, 2] give us:

sup
x∈[0,2]

g(x) = sup
x∈[0,2]

|fn(x)− f(x)| = 1

n
. We deduce that:

lim
n−→+∞

sup
x∈[0,2]

|fn(x)− f(x)| = lim
n−→+∞

1

n

= 0

⇒ fn ⇒ f ∀x ∈ [0, 2].

2) fn(x) = xn:
2-a) The pointwise convergence:

lim
n−→+∞

fn(x) =


0 if x = 0

0 if 0 ≤ x <
1

2
.

Thus: fn −→ f ; f(x) = 0 ∀x ∈
[
0,

1

2

]
.

2-b) The uniform convergence:
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|fn(x)− f(x)| = |xn − 0| = xn.
We set:

g(x) = xn; x ∈
[
0,

1

2

]
.

We know that g is continuous and differentiable on

[
0,

1

2

]
:

g′(x) = nxn−1 ⇒ g′(x) ≥ 0 ⇒ g ↗ .

x

g′(x)

g

0 1/2

+

The investigation of the monotonicity of the function g on

[
0,

1

2

]
give us:

sup
x∈[0,1/2]

g(x) = sup
x∈[0,1/2]

|fn(x)− f(x)| = 1

2n
. We conclude that:

lim
n−→+∞

sup
x∈[0,1/2]

|fn(x)− f(x)| = lim
n−→+∞

1

2n

= 0

⇒ fn ⇒ f ∀x ∈ [0, 1/2].

3) fn(x) = xe−nx:
3-a) The pointwise convergence:

lim
n−→+∞

fn(x) =


0 if x = 0

0 if x > 0.

Hence: fn −→ f ; f(x) = 0 ∀x ∈ R+.
3-b) The uniform convergence:
|fn(x)− f(x)| =

∣∣xe−nx − 0
∣∣ = xe−nx.

We set:

g(x) = xe−nx; x ∈ R+.

We know that g is continuous and differentiable on R+:

g′(x) = e−nx − nxe−nx = (1− nx)e−nx.

g′(x) = 0 ⇐⇒ 1− nx = 0 ⇐⇒ x =
1

n
; n ≥ 1.
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x

g′(x)

g

0
1

n
+∞

+ 0 −

00

1

ne

1

ne 00

The study of the monotonicity of the function g on R+ give us:

sup
x∈R+

g(x) = sup
x∈R+

|fn(x)− f(x)| = 1

ne
. We deduce that:

lim
n−→+∞

sup
x∈R+

|fn(x)− f(x)| = lim
n−→+∞

1

ne
= 0

⇒ fn ⇒ f ∀x ∈ R+.

Theorem 4.2.1. Let (fn)n be a sequence of functions defined on E.

If fn ⇒ f ⇒ fn −→ f ∀x ∈ E.

The converse is false.

Proof. We suppose that (fn)n converges uniformly to f on E. Then, we
have:

fn ⇒ f ⇒ lim
n−→+∞

sup
x∈E

|fn(x)− f(x)| = 0

⇒ lim
n−→+∞

|fn(x)− f(x)| = 0, ∀x ∈ E

⇒ lim
n−→+∞

fn(x) = f(x), ∀x ∈ E

⇒ fn −→ f ; ∀x ∈ E.

Theorem 4.2.2. (Continuity and uniform convergence): Let (fn)n
be a sequence of continuous functions defined on E.

If fn ⇒ f ⇒ f is continuous on E.

Remark 4.2.1. If (fn)n are continuous and f is not continuous.
Therefore: (fn)n does not converges uniformly to f .

Example 4.2.4. Study the pointwise convergence and the uniform
convergence of this sequence of functions:

fn(x) =
1

1 + nx
; n ≥ 1 and x ∈ R+.
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Solution. We will first study the pointwise convergence:

1) lim
n−→+∞

fn(x) =


1 si x = 0

0 si x > 0.

Thus, fn −→ f ; f(x) =


1 si x = 0

0 si x > 0.

2) Since the (fn)n are continuous ∀n ∈ N∗ and f is not continuous at 0.
Hence (fn)n does not converges uniformly to f on R+.

Theorem 4.2.3. (Integration and uniform convergence): We set
E = [a, b] and (fn)n are continuous defined on E. If fn ⇒ f ; ∀x ∈ E.
Then:

lim
n−→+∞

∫ b

a

fn(x) dx =

∫ b

a

lim
n−→+∞

fn(x) dx =

∫ b

a

f(x) dx.

Example 4.2.5. Calculate the following expression using two methods:

lim
n−→+∞

∫ 1

0

x

1 + n2x2
dx.

Solution. We can calculate the previous expression using two methods:
directly and by uniform convergence.
Method 01(Direct):∫ 1

0

x

1 + n2x2
dx =

1

2n2

∫ 1

0

2n2x

1 + n2x2
dx

=
1

2n2

[
ln(1 + n2x2)

]1
0
=

ln(1 + n2)

2n2
.

=⇒ lim
n−→+∞

∫ 1

0

x

1 + n2x2
dx = lim

n−→+∞

ln(1 + n2)

2n2
= 0.

Method 02 (The uniform convergence):

Let fn(x) =
x

1 + n2x2
; n ≥ 1 and x ∈ R+.

a) The pointwise convergence:

lim
n−→+∞

fn(x) =


0 if x = 0

0 if x > 0.

=⇒ fn −→ f ; f(x) = 0 ∀x ∈ R+.
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b) The uniform convergence:

|fn(x)− f(x)| =
∣∣∣∣ x

1 + n2x2
− 0

∣∣∣∣ = x

1 + n2x2
.

We set:

g(x) =
x

1 + n2x2
; x ∈ R+.

We know that g is continuous and differentiable on R+:

g′(x) =
1 + n2x2 − 2n2x2

(1 + n2x2)2
=

1− n2x2

(1 + n2x2)2
.

g′(x) = 0 ⇐⇒ 1− n2x2 = 0 ⇐⇒ x = ±1

n
; n ≥ 1.

x

g′(x)

g

−∞ −1

n
+
1

n
+∞

− 0 + 0 −

0

0

The investigation of the monotonicity of the function g on R+ gives the
following result:

sup
x∈R+

g(x) = sup
x∈R+

|fn(x)− f(x)| = 1

2n
. We conclude that:

lim
n−→+∞

sup
x∈R+

|fn(x)− f(x)| = lim
n−→+∞

1

2n
= 0

⇒ fn ⇒ f ∀x ∈ R+.

Then, we can interchange the limit and the integral as follows:

lim
n−→+∞

∫ 1

0

fn(x) dx =

∫ 1

0

lim
n−→+∞

fn(x) dx =

∫ 1

0

0 dx = 0.
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4.2.2 Series of Functions

Definition 4.2.5. Let (fn)n a sequence of functions. It is denoted by:

Sn(x) = f0(x) + f1(x) + · · · · · · · · +fn(x)

=
n∑

k=0

fk(x).

Sn: is called the partial sum of order n.

Definition 4.2.6. A series of functions
+∞∑
n=0

fn with x ∈ E is a series

of the form:

+∞∑
n=0

fn = f0 + f1 + · · · · · · · · +fn + fn+1 + · · ·

It may converges for certain values of x and diverges for others. Let D ⊆ E

be the set of x in E for which the series converges. Then:

+∞∑
n=0

fn = f0 + f1 + · · · · · · · · +fn + fn+1 + · · ·

= lim
n−→+∞

Sn = S ∀x ∈ D.

D: The domain of convergence.

Notation 4.2.1. Here are some commonly used notations:
+∞∑
n=0

fn,
∑

fn or
∑
n≥0

fn: it is a series of functions.

(Sn)n: is the sequence of functions of partial sums of the series
∑

fn.

fn: is the n
th−term of the series of functions

∑
fn.

S: the function sum of the series of functions
+∞∑
n=0

fn if it is pointwise

converges.

The types of convergence

Definition 4.2.7. (Pointwise Convergence):

+∞∑
n=0

fn converges pointwise ⇔ (Sn)n converges pointwise to S; ∀x ∈ D

⇔ Sn −→ S; ∀x ∈ D.
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Example 4.2.6. Study the pointwise convergence of the following series
of functions:

1)
+∞∑
n=0

xn; x ∈ R, 2)
+∞∑
n=1

1

nx
; x ∈ R,

3)
+∞∑
n=1

(
1 +

x

n

)n2

; x ∈ R, 4)
+∞∑
n=1

x2n

n!
; x ∈ R.

Solution. We fix x and study the series
∑

fn(x) :

1)
+∞∑
n=0

xn:

It is a geometric series with ratio q = x:

+∞∑
n=0

xn


converges if |x| < 1,

diverges if |x| ≥ 1.

⇒ D =]− 1, 1[.

2)
+∞∑
n=1

1

nx
:

It is a Riemann series with; α = x:

+∞∑
n=1

1

nx


converges if x > 1,

diverges if x ≤ 1.

⇒ D =]1,+∞[.

3)
+∞∑
n=1

(
1 +

x

n

)n2

:

n
√
un =

(
1 +

x

n

)n
=⇒ lim

n−→+∞
n
√
un = lim

n−→+∞

(
1 +

x

n

)n
= ex.

First case. If l < 1:

Si l < 1 ⇐⇒ ex < 1 ⇐⇒ x < 0 ⇐⇒
+∞∑
n=1

fn(x) converges by the Root Test.

Second case. If l > 1:

If l > 1 ⇐⇒ x > 0 ⇐⇒
+∞∑
n=1

fn(x) diverges by the Root Test.

Third case. If l = 1:
l = 1 =⇒ ex = 1 =⇒ x = 0 =⇒ fn(0) = 1n

2

= 1.
Then it diverges because lim

n−→+∞
1 = 1 ̸= 0.

=⇒
+∞∑
n=1

(
1 +

x

n

)n2


converges if x < 0,

diverges if x ≥ 0.

⇒ D =]−∞, 0[.
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4)
+∞∑
n=0

x2n

n!
:

First case. If x = 0:
+∞∑
n=0

fn(0) =
+∞∑
n=0

0 = 0. Therefore the series converges for x = 0.

Second case. If x ̸= 0:

We can apply the Ratio Test. We have: un+1 =
x2n+2

(n+ 1)!
=

x2n · x2

n!(n+ 1)
.

lim
n−→+∞

un+1

un
= lim

n−→+∞

x2n · x2

n! · (n+ 1)
× n!

x2n
= lim

n−→+∞

x2

n+ 1
= 0 < 1.

Thus,
+∞∑
n=0

x2n

n!
converges; ∀x ∈ R ⇒ D = R.

Definition 4.2.8. (The uniform convergence):

+∞∑
n=0

fn converges uniformly ⇔ (Sn)n converges uniformly to S

⇔ Sn ⇒ S; ∀x ∈ D.

Remark 4.2.2. Let
+∞∑
n=0

fn be a series of functions defined on D.

If
+∞∑
n=0

fn converges uniformly ⇒
+∞∑
n=0

fn converges pointwise on D.

The converse is false.

Example 4.2.7. Investigate the uniform convergence of the following
series of functions:

1)
+∞∑
n=1

1

(n+ x)(n+ x+ 1)
; x ∈ R+, 2)

+∞∑
n=1

(−1)n

n+ x2
; x ∈ R+.

Solution. The goal is to prove the uniform convergence of Sn to S:

1)
+∞∑
n=1

1

(n+ x)(n+ x+ 1)
:

• Soit fn(x) =
1

(n+ x)(n+ x+ 1)
; n ≥ 1. We can write the term

fn in the following form:

fn(x) =
1

(n+ x)(n+ x+ 1)
=

a

n+ x
+

b

n+ x+ 1
=

(a+ b)n+ (a+ b)x+ a

(n+ x)(n+ x+ 1)
.
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=⇒


a+ b = 0

a = 1

=⇒ a = 1 et b = −1.

Thus, we can easily see that: fn(x) =
1

n+ x
− 1

n+ x+ 1
; n ≥ 1.

1-a) The partial sum Sn:

Sn(x) = f1(x) + f2(x) + · · · · · · · · +fn−1(x) + fn(x)

=

(
1

1 + x
− 1

2 + x

)
+

(
1

2 + x
− 1

3 + x

)
+ · · · · · · · · · · · · · ·

· · · · · · · · · · ·+
(

1

n+ x− 1
− 1

n+ x

)
+

(
1

n+ x
− 1

n+ x+ 1

)
=

1

1 + x
− 1

n+ x+ 1
.

1-b) the function sum S of the series:

S(x) = lim
n−→+∞

Sn(x) = lim
n−→+∞

(
1

1 + x
− 1

n+ x+ 1

)
=

1

1 + x
.

Hence, Sn −→ S; S(x) =
1

1 + x
∀x ∈ R+.

1-c) The uniform convergence:

|Sn(x)− S(x)| =
∣∣∣∣ 1

1 + x
− 1

n+ x+ 1
− 1

1 + x

∣∣∣∣ = 1

n+ x+ 1
.

We set:

g(x) =
1

n+ x+ 1
; x ∈ R+.

We know that g is continuous and differentiable on R+:

g′(x) = − 1

(n+ x+ 1)2
⇒ g′(x) < 0 ⇒ g ↘ .

x

g′(x)

g

0 +∞

−
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The study of the monotonicity of the function g on R+ give us:

sup
x∈R+

g(x) = sup
x∈R+

|Sn(x)− S(x)| = 1

n+ 1
. We conclude that:

lim
n−→+∞

sup
x∈R+

|Sn(x)− S(x)| = lim
n−→+∞

1

n+ 1
= 0

⇒ Sn ⇒ S ∀x ∈ R+.

Then,
+∞∑
n=1

1

(n+ x)(n+ x+ 1)
converges uniformly on R+.

2)
+∞∑
n=1

(−1)n

n+ x2
:

In the general case, to prove the uniform convergence of a series of
functions that satisfies the conditions of the Leibniz’s Theorem, it is
necessary to use a more significant result, which is:

|Sn − S| ≤ bn+1; ∀x ∈ D and ∀n ∈ N.

2-a) The pointwise convergence:

We have : fn(x) =
(−1)n

n+ x2
⇒ bn(x) =

1

n+ x2
> 0 ∀n ≥ 1.

Since


lim

n−→+∞
bn(x) = 0

√

(bn)n ↘
√

=⇒
+∞∑
n=1

(−1)n

n+ x2
converges pointwise on R+.

2-b) The uniform convergence:

Since
+∞∑
n=1

(−1)n

n+ x2
satisfies the conditions of Leibniz’s Theorem, therefore:

|Sn(x)− S(x)| ≤ bn+1(x); ∀x ∈ R+ and ∀n ≥ 1. So :

|Sn(x)− S(x)| ≤ 1

n+ x2 + 1
⇒ sup

x∈R+

|Sn(x)− S(x)| ≤ sup
x∈R+

1

n+ x2 + 1

⇒ sup
x∈R+

|Sn(x)− S(x)| ≤ 1

n+ 1

⇒ lim
n−→+∞

sup
x∈R+

|Sn(x)− S(x)| ≤ lim
n−→+∞

1

n+ 1
= 0

⇒ lim
n−→+∞

sup
x∈R+

|Sn(x)− S(x)| = 0

⇒ Sn ⇒ S ∀x ∈ R+.

Thus,
+∞∑
n=1

(−1)n

n+ x2
converges uniformly on R+.
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Definition 4.2.9. (Normal convergence):

Let
+∞∑
n=0

fn be a series of functions defined on D.

If
+∞∑
n=0

sup
x∈D

|fn(x)| converges ⇔
+∞∑
n=0

fn converges normally, ∀x ∈ D.

Practical method: Let
+∞∑
n=0

fn be a series of functions defined on D. If

there exists an infinite series with positive term an convergent and verifies:

|fn(x)| ≤ an; ∀x ∈ D and ∀n ∈ N.

Then, the series
+∞∑
n=0

fn converges normally on D.

an: does not depend of x.

Remark 4.2.3. Let
+∞∑
n=0

fn be a series of functions defined on D.

If
+∞∑
n=0

fn converges normally ⇒
+∞∑
n=0

fn converges uniformly on D.

The converse is false.

Example 4.2.8. Study the normal convergence of the following series of
functions:

1)
+∞∑
n=1

x

1 + n4x2
; x ∈ R+, 2)

+∞∑
n=0

sin(nx)

2n
; x ∈ R.

Solution. 1)
+∞∑
n=1

x

1 + n4x2
:

Let fn(x) =
x

1 + n4x2
; n ≥ 1 and x ∈ R+.

1-a) the limit of the nth−term:

lim
n−→+∞

fn(x) =


0 if x = 0

0 if x > 0.

1-b) Calculating sup
x∈R+

|fn(x)|:

|fn(x)| =
∣∣∣∣ x

1 + n4x2
− 0

∣∣∣∣ = x

1 + n4x2
.
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We set:

g(x) =
x

1 + n4x2
; x ∈ R+.

We know that g is continuous and differentiable on R+:

g′(x) =
1 + n4x2 − 2n4x2

(1 + n4x2)2
=

1− n4x2

(1 + n4x2)2
.

g′(x) = 0 ⇐⇒ 1− n4x2 = 0 ⇐⇒ x = ± 1

n2
; n ≥ 1.

x

g′(x)

g

−∞ − 1

n2
+

1

n2
+∞

− 0 + 0 −

0

0

The investigation of the monotonicity of the function g on R+ give us:

sup
x∈R+

g(x) = sup
x∈R+

|fn(x)| =
1

2n2
.

Since
+∞∑
n=1

1

n2
is convergent (it is a Riemann series: α = 2 > 1), we deduce

that
+∞∑
n=1

x

1 + n4x2
converges normally on R+.

2)
+∞∑
n=0

sin(nx)

2n
:

Let fn(x) =
sin(nx)

2n
; n ∈ N and x ∈ R.

We know that: | sin(nx)| ≤ 1. Then:∣∣∣∣sin(nx)2n

∣∣∣∣ ≤ 1

2n
; ∀x ∈ R and ∀n ∈ N.

+∞∑
n=0

(
1

2

)n

converges (it is a geometric series with ratio 0 < q = 1/2 < 1)

thus, the series
+∞∑
n=0

sup
x∈R

∣∣∣∣sin(nx)2n

∣∣∣∣ converges by the Comparison Test.

We conclude that
+∞∑
n=0

sin(nx)

2n
converges normally on R.

80



CHAPTER 4. SERIES

Definition 4.2.10. (Absolute Convergence):

The series of functions
+∞∑
n=0

fn converges absolutely if the corresponding

series of absolute values
+∞∑
n=0

|fn| converges pointwise.

Example 4.2.9. Investigate the absolute convergence of the following
series of functions:

1)
+∞∑
n=1

(−1)n

n
√
n+ x

; x ∈ R+, 2)
+∞∑
n=0

cos(nx)

3n
; x ∈ R.

Solution. We study the corresponding series of absolute values
∑

|fn|:

1)
+∞∑
n=1

(−1)n

n
√
n+ x

:

|fn(x)| =
∣∣∣∣ (−1)n

n
√
n+ x

∣∣∣∣ = 1

n
√
n+ x

. We will get:

|fn(x)| =
1

n
√
n+ x

∼ vn =
1

n
√
n

because lim
n−→+∞

|fn(x)|
vn

= 1.

+∞∑
n=1

1

n3/2
is convergent (it is a Riemann series: α = 3/2 > 1), we deduce

that
+∞∑
n=1

∣∣∣∣ (−1)n

n
√
n+ x

∣∣∣∣ converges pointwise by the Limit Comparison Test.

⇒
+∞∑
n=1

(−1)n

n
√
n+ x

converges absolutely on R+.

⇒
+∞∑
n=1

(−1)n

n
√
n+ x

converges pointwise on R+.

2)
+∞∑
n=0

cos(nx)

3n
:

|fn(x)| =
∣∣∣∣cos(nx)3n

∣∣∣∣ = | cos(nx)|
3n

We will obtain:

| cos(nx)|
3n

≤ 1

3n
=

(
1

3

)n

∀n ∈ N.

+∞∑
n=0

(
1

3

)n

converges (it is a geometric series with ratio 0 < q = 1/3 < 1).
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Then,
+∞∑
n=0

∣∣∣∣cos(nx)3n

∣∣∣∣ converges pointwise by the Comparison Test.

⇒
+∞∑
n=0

cos(nx)

3n
converges absolutely on R.

⇒
+∞∑
n=0

cos(nx)

3n
converges pointwise on R.

Remark 4.2.4. Let
+∞∑
n=0

fn be a series of functions defined on D.

If
+∞∑
n=0

fn converges normally ⇒
+∞∑
n=0

fn converges absolutely on D.

The converse is false.

Properties of the sum of a series of functions related to the uniform
convergence

Theorem 4.2.4. (The Continuity):

Let
+∞∑
n=0

fn be a series of continuous functions defined on E, If this series

converges uniformly, then its sum S is continuous on E:

+∞∑
n=0

fn = lim
n−→+∞

Sn = S, ∀x ∈ E.

Theorem 4.2.5. (The integration):
Similarly, one often wants to exchange integrals and limit processes. For
the Riemann integral, this can be done if uniform convergence is assumed.

Let
+∞∑
n=0

fn be a series of continuous functions defined on E = [a, b]. If this

series
+∞∑
n=0

fn converges uniformly on E, we have:

∫ b

a

+∞∑
n=0

fn(x) dx =
+∞∑
n=0

∫ b

a

fn(x) dx =

∫ b

a

S(x) dx, ∀x ∈ E.

Remark 4.2.5. To obtain the previous properties, it is sufficient to prove:

1) The normal convergence.

2) The uniform convergence of the series
+∞∑
n=0

fn.
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Example 4.2.10. We consider the following series of functions:

+∞∑
n=1

sinnx

n2
; ∀x ∈ R.

1) Study the normal convergence of this series on R.
2) Show that the sum of the series, denoted by S is a continuous function.
3) Show that: ∫ π

0

S(x) dx =
+∞∑
n=1

2

(2n− 1)3
.

Solution. We first prove the normal convergence:

1)
+∞∑
n=1

sin(nx)

n2
:

Let fn(x) =
sin(nx)

n2
; n ∈ N∗ with x ∈ R.

We know that: | sin(nx)| ≤ 1. Then:∣∣∣∣sin(nx)n2

∣∣∣∣ ≤ 1

n2
; ∀x ∈ R and ∀n ∈ N∗.

Since
+∞∑
n=1

1

n2
is convergent (it is a Riemann series: α = 2 > 1), we deduce

that
+∞∑
n=1

sin(nx)

n2
converges normally on R.

2) The continuity of the function sum S:
The (fn)n are continuous for all n ∈ N∗, and they converge uniformly on
R, Therefore, the function sum S is continuous on R;

+∞∑
n=1

sinnx

n2
= S(x) ∀x ∈ R.

3) The integral of S:
The convergence being uniform on [0, π] and the (fn)n are continuous, then:∫ π

0

S(x) dx =

∫ π

0

+∞∑
n=1

sinnx

n2
dx =

+∞∑
n=1

∫ π

0

sinnx

n2
dx. we calculate:

∫ π

0

sinnx

n2
dx =

1

n2

∫ π

0

sin(nx) dx =
1

n2

[
−cosnx

n

]π
0

=
1

n3
[− cos(nπ) + 1]

=
1

n3
[1− (−1)n] .
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Depending on whether n is even or odd 1 − (−1)n is either zero or equals
2, We will split the sum into two parts, indeed:

+∞∑
n=1

∫ π

0

sinnx

n2
dx =

+∞∑
n=1

(1− (−1)n)

n3
=

+∞∑
p=1

(
1− (−1)2p

)
(2p)3

+
+∞∑
p=0

(
1− (−1)2p+1

)
(2p+ 1)3

=
+∞∑
p=0

2

(2p+ 1)3
.

Then, we set: n = p+ 1, hence:∫ π

0

S(x) dx =
+∞∑
p=0

2

(2p+ 1)3
=

+∞∑
n=1

2

(2n− 1)3
.

4.3 Power series and Fourier series

4.3.1 Power series

Definition 4.3.1. A real power series is a series of the form

+∞∑
n=0

anx
n.

an: called the coefficient of the series and x is a real variable.

Definition 4.3.2. let
+∞∑
n=0

anx
n A real power series; x ∈ R.

D =

{
x ∈ R/

+∞∑
n=0

anx
n converges

}
is called the domain of convergence

of the previous power series.

The Radius of Convergence R

Theorem 4.3.1. Let
+∞∑
n=0

anx
n be the power series. There exists a

unique positive real number, finite or infinite R that satisfies the following
properties: 

Si |x| < R, the series converges

Si |x| > R, the series diverges

Si |x| = R, nothing can be concluded.
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For the third case, we need to study the convergence of the series
+∞∑
n=0

anx
n

for x = +R and x = −R.

Definition 4.3.3. (Determination of the radius of convergence):

Let
+∞∑
n=0

anx
n be the power series.

If



lim
n−→+∞

∣∣∣∣an+1

an

∣∣∣∣ = l

or

lim
n−→+∞

n
√

|an| = l

=⇒ R =
1

l
.

Theorem 4.3.2. Let R be the radius of convergence of
+∞∑
n=0

anx
n, then:

1) If R = 0 ⇒ D = {0},

2) If R = +∞ ⇒ D = R.

Example 4.3.1. determine the radius of convergence R for the following
power series:

1)
+∞∑
n=0

xn

2n
, 2)

+∞∑
n=0

xn

(n+ 1)!
, 3)

+∞∑
n=0

n! · xn,

4)
+∞∑
n=1

(−1)n

n
· xn, 5)

+∞∑
n=2

lnn

n3
· xn, 6)

+∞∑
n=2

lnn√
n
· xn.

Solution. The goal is to calculate the radius of convergence R:

1)
+∞∑
n=0

xn

2n
:

1

R
= lim

n−→+∞

∣∣∣∣an+1

an

∣∣∣∣ = lim
n−→+∞

2n

2n+1
=

1

2
=⇒ R = 2.

2)
+∞∑
n=0

xn

(n+ 1)!
:

lim
n−→+∞

∣∣∣∣an+1

an

∣∣∣∣ = lim
n−→+∞

(n+ 1)!

(n+ 2)(n+ 1)!
= lim

n−→+∞

1

n+ 2
= 0 =⇒ R = +∞.
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3)
+∞∑
n=0

n! · xn:

lim
n−→+∞

∣∣∣∣an+1

an

∣∣∣∣ = lim
n−→+∞

n!(n+ 1)

n!
= lim

n−→+∞
(n+ 1) = +∞ =⇒ R = 0.

4)
+∞∑
n=1

(−1)n

n
· xn:

1

R
= lim

n−→+∞

∣∣∣∣an+1

an

∣∣∣∣ = lim
n−→+∞

n

n+ 1
= 1 =⇒ R = 1.

5)
+∞∑
n=2

lnn

n3
· xn:

lim
n−→+∞

∣∣∣∣an+1

an

∣∣∣∣ = lim
n−→+∞

ln(n+ 1)

lnn
×
(

n

n+ 1

)3

= 1 =⇒ R = 1.

6)
+∞∑
n=2

lnn√
n
· xn:

lim
n−→+∞

∣∣∣∣an+1

an

∣∣∣∣ = lim
n−→+∞

ln(n+ 1)

lnn
×
√

n

n+ 1
= 1 =⇒ R = 1.

Properties of power series

Proposition 4.3.1. Let
+∞∑
n=0

anx
n be a power series with a radius of

convergence R > 0 and let:
f :]−R,+R[→ R

x 7→ f(x) =
+∞∑
n=0

anx
n. Therefore:

1) f is continuous on ]−R,+R[.

2) The series
+∞∑
n=1

nanx
n−1 and

+∞∑
n=0

an
xn+1

n+ 1
( obtained by differentiating

and integrating the series
+∞∑
n=0

anx
n) have the same radius R as the

series
+∞∑
n=0

anx
n.

3) f ′(x) =
+∞∑
n=1

nanx
n−1 and

∫ x

0

f(t) dt =
+∞∑
n=1

an
xn+1

n+ 1
; ∀x ∈]−R,+R[.
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Example 4.3.2. Calculate the sum of the following power series on their
domains of convergence:

1)
+∞∑
n=0

xn, 2)
+∞∑
n=1

nxn−1, 3)
+∞∑
n=0

xn+1

n+ 1
,

Solution. We will calculate the function sum S on the domain of
convergence:

1)
+∞∑
n=0

xn:

It is a geometric series with ratio q = x that converges ∀x ∈]− 1,+1[.

+∞∑
n=0

xn =
1

1− x
; ∀|x| < 1.

2)
+∞∑
n=1

nxn−1:

We know that:
+∞∑
n=0

xn =
1

1− x
∀x ∈]− 1,+1[. Thus:

d

dx

(
+∞∑
n=0

xn

)
=

d

dx

(
1

1− x

)
⇒

+∞∑
n=0

d

dx
(xn) =

+∞∑
n=1

nxn−1 =
1

(1− x)2
.

3)
+∞∑
n=0

xn+1

n+ 1
:

∫ x

0

+∞∑
n=0

tn dt =

∫ x

0

1

1− t
dt⇒

+∞∑
n=0

∫ x

0

tn dt =
+∞∑
n=0

xn+1

n+ 1
= − ln(1− x).

Proposition 4.3.2. Let
+∞∑
n=0

anx
n be a power series with a radius of

convergence R > 0 and let: f :] − R,+R[→ R the function defined by:

f(x) =
+∞∑
n=0

anx
n. Then:

f(x) =
+∞∑
n=0

f (n)(0)

n!
xn; ∀x ∈]−R,+R[.
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Power series expansion

Definition 4.3.4. A function f has a power series expansion if there exists
R > 0 such that:

f(x) =
+∞∑
n=0

anx
n; ∀x ∈]−R,+R[.

Example 4.3.3. Expand the following functions into power series:

1) f(x) =
1

1 + x
, 2) f(x) =

1

2− 3x
, 3) f(x) = ex,

4) f(x) = sin x, 5) f(x) = cos x, 6) f(x) = cosh x.

Solution. 1) f(x) =
1

1 + x
:

Let y ∈]−R,+R[. We know that:

1

1− y
=

+∞∑
n=0

yn, if |y| < R.

1

1 + x
=

1

1− (−x)
y=−x
=

+∞∑
n=0

(−x)n if | − x| < 1

=⇒ f(x) =
+∞∑
n=0

(−1)n · xn if |x| < 1.

2) f(x) =
1

2− 3x
:

1

2− 3x
=

1

2

 1

1− 3x

2

 y= 3x
2=
1

2

+∞∑
n=0

(
3x

2

)n

if

∣∣∣∣3x2
∣∣∣∣ < 1

=⇒ f(x) =
+∞∑
n=0

3n · xn

2n+1
if |x| < 2

3
.

3) f(x) = ex:
We can apply here the Proposition 4.3.2. We obtain the following:
Since: f (n)(x) = ex ⇒ f (n)(0) = 1. Hence:

ex =
+∞∑
n=0

xn

n!
; ∀x ∈ R.

3) sinx et cosx:
We will use this Euler’s formula:

eix = cos x+ i sinx; ∀x ∈ R.
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Then:

eix =
+∞∑
n=0

(ix)n

n!
=

+∞∑
n=0

in

n!
xn

=
+∞∑
p=0

i2p

(2p)!
x2p +

+∞∑
p=0

i2p+1

(2p+ 1)!
x2p+1

=
+∞∑
p=0

(−1)p

(2p)!
x2p + i

+∞∑
p=0

(−1)p

(2p+ 1)!
x2p+1

=
+∞∑
n=0

(−1)n

(2n)!
x2n + i

+∞∑
n=0

(−1)n

(2n+ 1)!
x2n+1.

Thus 

cosx =
+∞∑
n=0

(−1)n

(2n)!
x2n

and

sinx =
+∞∑
n=0

(−1)n

(2n+ 1)!
x2n+1.

4) sinhx and coshx:
We can expand these functions using the exponential function:

coshx =
1

2

(
+∞∑
n=0

1

n!
xn +

+∞∑
n=0

(−1)n

n!
xn

)
=

1

2

+∞∑
n=0

1 + (−1)n

n!
xn

=
1

2

(
+∞∑
p=0

1 + (−1)2p

(2p)!
x2p +

+∞∑
p=0

1 + (−1)2p+1

(2p+ 1)!
x2p+1

)

=
+∞∑
p=0

x2p

(2p)!
=

+∞∑
n=0

x2n

(2n)!
.

sinhx =
1

2

(
+∞∑
n=0

1

n!
xn −

+∞∑
n=0

(−1)n

n!
xn

)
=

1

2

+∞∑
n=0

1− (−1)n

n!
xn

=
1

2

(
+∞∑
p=0

1− (−1)2p

(2p)!
x2p +

+∞∑
p=0

1− (−1)2p+1

(2p+ 1)!
x2p+1

)

=
+∞∑
p=0

x2p+1

(2p+ 1)!
=

+∞∑
n=0

x2n+1

(2n+ 1)!
.
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Series Solutions of Differential Equations

Power series solutions of differential equations express the solution as an
infinite sum, typically around a point. The coefficients of the series are
determined by substituting the series into the differential equation and
solving for them. For this purpose, we need some background knowledge.

Remark 4.3.1. Let x ∈]−R,+R[.

If
+∞∑
n=0

anx
n =

+∞∑
n=0

bnx
n =⇒ an = bn; ∀n ∈ N.

In particular, if
+∞∑
n=0

anx
n = 0 =⇒ an = 0; ∀n ∈ N.

Example 4.3.4. (Change of index): Let y(x) =
+∞∑
n=0

anx
n and

x ∈]−R,+R[.

1) Find y
′
and y

′′
, and express them in terms of xn.

2) Express the following expression in terms of xn.

A(x) = (1− x2)y
′′
.

Solution. We use the properties of power series:
1) Finding y

′
and y

′′
:

y
′
(x) =

+∞∑
n=1

nanx
n−1 and y

′′
(x) =

+∞∑
n=2

n(n− 1)anx
n−2.

2) The expression of y
′
and y

′′
in terms of xn:

y
′
(x) =

+∞∑
n=1

nanx
n−1 k=n−1

=
+∞∑
k=0

(k + 1)ak+1x
k =

+∞∑
n=0

(n+ 1)an+1 · xn,

et

y
′′
(x) =

+∞∑
n=2

n(n− 1)anx
n−2 k=n−2

=
+∞∑
k=0

(k + 2)(k + 1)ak+2x
k

=
+∞∑
n=0

(n+ 2)(n+ 1)an+2 · xn.
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2) The expression of A in terms of xn:

(1− x2)y
′′
(x) =

+∞∑
n=2

n(n− 1)anx
n−2 −

+∞∑
n=2

n(n− 1)an · xn

=
+∞∑
n=0

(n+ 2)(n+ 1)an+2 · xn −
+∞∑
n=2

n(n− 1)an · xn

=
+∞∑
n=0

(n+ 2)(n+ 1)an+2 · xn −
+∞∑
n=0

n(n− 1)an · xn

=
+∞∑
n=0

[(n+ 2)(n+ 1)an+2 − n(n− 1)an]x
n.

Example 4.3.5. Find the power series solution of the equation:

y
′ − y = 0; y(0) = 1. (4.3)

Solution. Let us set y(x) =
+∞∑
n=0

anx
n, then: y

′
(x) =

+∞∑
n=1

nanx
n−1.

By substituting into equation (4.3), we obtain:

y
′
(x)− y(x) =

+∞∑
n=1

nanx
n−1 −

+∞∑
n=0

anx
n

=
+∞∑
n=0

(n+ 1)an+1 · xn −
+∞∑
n=0

anx
n

=
+∞∑
n=0

[(n+ 1)an+1 − an]x
n = 0

⇒ (n+ 1)an+1 − an = 0; ∀n ∈ N
⇒ an+1 =

an
n+ 1

; ∀n ∈ N

Since, y(0) = 1 ⇒ a0 = 1 ⇒ a1 =
1

1
⇒ a2 =

1

2
⇒ a3 =

1

2× 3
. Hence:

an =
1

n!
; ∀n ∈ N. This implies that:

y(x) =
+∞∑
n=0

xn

n!
= ex; ∀x ∈ R

the solution of the equation (4.3).

Example 4.3.6. Determine the power series solution of the equation:

(1− x)y
′ − y = 0; y(0) = 1. (4.4)
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Solution. We have y(x) =
+∞∑
n=0

anx
n, so: y

′
(x) =

+∞∑
n=1

nanx
n−1.

By substituting into equation (4.4), we get:

(1− x)y
′
(x)− y(x) =

+∞∑
n=1

nanx
n−1 −

+∞∑
n=1

nanx
n −

+∞∑
n=0

anx
n

=
+∞∑
n=0

(n+ 1)an+1 · xn −
+∞∑
n=0

nanx
n −

+∞∑
n=0

anx
n

=
+∞∑
n=0

[(n+ 1)an+1 − (n+ 1)an]x
n = 0

⇒ (n+ 1)an+1 − (n+ 1)an = 0; ∀n ∈ N
⇒ an+1 = an; ∀n ∈ N

Furthermore, we have: y(0) = 1 ⇒ a0 = 1 ⇒ an = 1; ∀n ∈ N. This
implies that:

y(x) =
+∞∑
n=0

xn =
1

1− x
; ∀|x| < 1

the solution of the equation (4.4).

Example 4.3.7. Find the power series solution of the equation:

y
′′
+ xy

′ − y = 0; y(0) = 0 and y
′
(0) = 1. (4.5)

Solution. Let us set y(x) =
+∞∑
n=0

anx
n, then: y

′
(x) =

+∞∑
n=1

nanx
n−1 and

y
′′
(x) =

+∞∑
n=2

n(n−1)anx
n−2. By substituting into equation (4.5), we obtain:

y
′′
+ xy

′ − y =
+∞∑
n=0

(n+ 2)(n+ 1)an+2 · xn +
+∞∑
n=0

nanx
n −

+∞∑
n=0

anx
n

=
+∞∑
n=0

[(n+ 2)(n+ 1)an+2 + (n− 1)an]x
n = 0

⇒ (n+ 2)(n+ 1)an+2 + (n− 1)an = 0; ∀n ∈ N

⇒ an+2 =
1− n

n+ 2
· an; ∀n ∈ N

We have: y(0) = 0 ⇒ a0 = 0 and y
′
(0) = 1 ⇒ a1 = 1. Therefore:

a2 = a3 = · · · = an = 0; ∀n ⩾ 2. This implies that:
y(x) = x; x ∈ R the solution of the equation (4.5).
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4.3.2 Fourier series

Definition 4.3.5. A real trigonometric series is called any series of
functions of the form:

a0
2
+

+∞∑
n=1

[an cos(nx) + bn sin(nx)], (4.6)

with x ∈ R and a0, an, bn ∈ R, ∀n ∈ N∗.

Definition 4.3.6. (Periodic function):
A function f is said to be periodic if there exists a number T such that:

f(x) = f(x+ T ); ∀x ∈ R.

Definition 4.3.7. We say that f is T-periodic if T is the smallest > 0
that satisfies:

f(x+ T ) = f(x); ∀x ∈ R.

Example 4.3.8. f1(x) = cos x and f2(x) = sin x are 2π-periodic functions
because: cos(x+ 2π) = cos x and sin(x+ 2π) = sinx.

Remark 4.3.2. Suppose that the series (4.6) converges, and let us set:

f(x) =
a0
2
+

+∞∑
n=1

[an cos(nx) + bn sin(nx)] ⇒ f(x+ 2π) = f(x).

Then f is 2π-periodic function.

Proposition 4.3.3. If the infinite series
∑

an and
∑

bn are absolutely

convergent, then the series (4.6) is normally convergent.

Calculation of the coefficients of the series (4.6)

We assume that the series (4.6) is uniformly convergent. Therefore:

f(x) =
a0
2
+

+∞∑
n=1

[an cos(nx) + bn sin(nx)].

Here f is a continuous anf 2π-periodic function. Then, we can write the
coefficients as follows:

a0 =
1

π

∫ 2π

0

f(x) dx

an =
1

π

∫ 2π

0

f(x) cos(nx) dx and bn =
1

π

∫ 2π

0

f(x) sin(nx) dx ∀n ≥ 1.

Remark 4.3.3. If f is T-periodic and continuous on [0, T ], so:∫ T

0

f(x) dx =

∫ α+T

α

f(x) dx ∀α ∈ R.
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Proof.∫ α+T

α

f(x) dx =

∫ 0

α

f(x) dx+

∫ T

0

f(x) dx+

∫ α+T

T

f(x) dx

=

∫ 0

α

f(x) dx+

∫ T

0

f(x) dx+

∫ α

0

f(y) dy

=

∫ T

0

f(x) dx.

In the second line, we made the substitution y = x− T .

Thus, the Fourier coefficients can be written as:

a0 =
1

π

∫ α+2π

α

f(x) dx

an =
1

π

∫ α+2π

α

f(x) cos(nx) dx and bn =
1

π

∫ α+2π

α

f(x) sin(nx) dx ∀n ≥ 1.

In particular:

a0 =
1

π

∫ +π

−π

f(x) dx

an =
1

π

∫ +π

−π

f(x) cos(nx) dx and bn =
1

π

∫ +π

−π

f(x) sin(nx) dx ∀n ≥ 1.

Definition 4.3.8. (Fourier Series): The Fourier Series associated
with f which is 2π-periodic function is the following trigonometric series:

a0
2
+

+∞∑
n=1

[an cos(nx) + bn sin(nx)]

with a0 =
1

π

∫ +π

−π

f(x) dx

an =
1

π

∫ +π

−π

f(x) cos(nx) dx and bn =
1

π

∫ +π

−π

f(x) sin(nx) dx ∀n ≥ 1.

Properties

For a function f which is 2L-periodic defined on the interval [−L,L], the
Fourier Series associated with f is given as follows:

a0
2
+

+∞∑
n=1

[
an cos

(nπx
L

)
+ bn sin

(nπx
L

)]

with a0 =
1

L

∫ +L

−L

f(x) dx

an =
1

L

∫ +L

−L

f(x) cos(nx) dx and bn =
1

L

∫ +L

−L

f(x) sin(nx) dx ∀n ≥ 1.
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Theorem 4.3.3. Let f be a 2π-periodic function satisfying the following
conditions:

1) There exists M > 0 such that: |f(x)| < M ∀x ∈ R.

2) f is monotone piecewise on the interval [a, b] meaning that we can divide
[a, b] into subintervals such that the function f is monotone on each
subinterval.

Thus, the Fourier series associated with f is convergent, and we have this
identities:

S(x) =
a0
2
+

+∞∑
n=0

[an cos(nx) + bn sin(nx)]

=


f(x0) if f is continuous at x0

f(x0 + 0) + f(x0 − 0)

2
if f is discontinuous at x0.

The notations f(x0+0) and f(x0−0) represent the right-hand and left-hand
limits of f at x0, respectively:

f(x0 + 0) = lim
x→

>
x0

f(x) and f(x0 − 0) = lim
x→

<
x0

f(x).

Moreover, if the convergence is uniform then f is continuous ∀x ∈ R.
Hence:

S(x) = f(x) =
a0
2
+

+∞∑
n=1

[an cos(nx) + bn sin(nx)].

This equality is true for all x ∈ R.

Remark 4.3.4. We will study some particular cases. First, let us recall a
few properties:
f : [−k,+k] → R a continuous function. Therefore:

1) If f is even, then: ∫ +k

−k

f(x) dx = 2

∫ +k

0

f(x) dx.

2) If f is odd, then: ∫ +k

−k

f(x) dx = 0.
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Application: If f is expandable in a Fourier series, then:
First case. If f is even:

a0 =
1

π

+π∫
−π

f(x) dx =
2

π

π∫
0

f(x) dx

an =
1

π

+π∫
−π

f(x) cos(nx) dx =
2

π

π∫
0

f(x) cos(nx) dx and bn = 0 ∀n ≥ 1.

Second case. If f is odd:

a0 = an = 0 ∀n ≥ 1

and bn =
1

π

+π∫
−π

f(x) sin(nx) dx =
2

π

π∫
0

f(x) sin(nx) dx ∀n ≥ 1.

Parseval’s Identity

Theorem 4.3.4. Let f a function that is expandable in a Fourier series
and has a period of 2π (or any other period), then we have:

1

π

∫ +π

−π

|f(x)|2 dx =
|a0|2

2
+

+∞∑
n=1

(
|an|2 + |bn|2

)
.

1) If f is even, then f 2 is also even, so:

2

π

∫ π

0

|f(x)|2 dx =
|a0|2

2
+

+∞∑
n=1

|an|2.

2) If f is odd, then f 2 is even, then:

2

π

∫ π

0

|f(x)|2 dx =
+∞∑
n=1

|bn|2.

Example 4.3.9. Consider the 2π-periodic function f which is defined by:

f(x) = |x| with − π ≤ x ≤ +π.

1) Sketch the graph of f(x) over the interval [−3π, 3π],.
2) Calculate the Fourier coefficients of f .
3) Obtain a Fourier series expansion of this function f .
4) Deduce the sums of the following infinite series:

a) A =
+∞∑
n=0

1

(2n+ 1)2
, b) B =

+∞∑
n=0

1

(2n+ 1)4
.
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Solution. 1) The graph of f :

Figure 4.1: Graph of the function f(x).

2) The Fourier coefficients of f :
We have: f : [−π, π] −→ R a 2π-periodic function defined by f(x) = |x|.

1) |f(x)| ≤ π, so f is bounded.

2) f|[−π,0] is decreasing and continuous, and f|[0,π] is increasing and
continuous.

Since f satisfies the conditions of Theorem 4.3.3, it can be expanded in a
Fourier series. Moreover, f is an even function, so bn = 0; ∀n ≥ 1.

a0 =
1

π

∫ +π

−π

f(x) dx =
2

π

∫ π

0

x dx = π.

an =
1

π

∫ +π

−π

f(x) cos(nx) dx =
1

π

∫ +π

−π

|x| cos(nx) dx

=
1

π

[∫ 0

−π

(−x) cos(nx) dx+
∫ π

0

x cos(nx) dx

]
=

2

π

∫ +π

0

x cos(nx) dx =
2

π

([
x
sin(nx)

n

]π
0

− 1

n

∫ π

0

sin(nx) dx

)
=

2

nπ

[
cos(nx)

n

]π
0

=
2[(−1)n − 1]

n2π
.

We notice that the coefficients with even indices are zero. Therefore:

an =


0 if n = 2p

− 4

π(2p+ 1)2
if n = 2p+ 1.

3) The Fourier series expansion of f .

We know that: S(x) =
a0
2
+

+∞∑
n=1

[an cos(nx) + bn sin(nx)].
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According to Figure 4.1, f is continuous on R, thus: S(x) = f(x).

f(x) = |x| = π

2
− 4

π

+∞∑
n=0

cos(2n+ 1)x

(2n+ 1)2
; ∀x ∈ R. (4.7)

4) Calculation of sums:
4-1) By substituting x by 0 into equation 4.7, we obtain:

0 =
π

2
− 4

π

+∞∑
n=0

1

(2n+ 1)2
=⇒

+∞∑
n=0

1

(2n+ 1)2
=
π2

8
.

4-2) We can apply Parseval’s identity for an even function. We have:

2

π

∫ +π

0

|f(x)|2 dx =
|a0|2

2
+

+∞∑
n=1

|an|2. Hence:

2

π

∫ π

0

x2 dx =
2π2

3
=
π2

2
+

16

π2

+∞∑
n=0

1

(2n+ 1)4
=⇒

+∞∑
n=0

1

(2n+ 1)4
=
π4

96
.

Example 4.3.10. Consider the 2π-periodic function f which is defined by:

f(x) =


−1 if − π < x ≤ 0

+1 if 0 < x < +π.

1) Sketch the graph of f(x) over the interval [−5π, 5π],.
2) Find the Fourier coefficients of f .
3) Get a Fourier series expansion of this function f .
4) Conclude the sums of the following infinite series:

a) A =
+∞∑
n=0

(−1)n

2n+ 1
, b) B =

+∞∑
n=0

1

(2n+ 1)2
, c) C =

+∞∑
n=1

1

n2
.

Solution. 1) The graph of f :

Figure 4.2: Graph of the function f(x).
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2) The Fourier coefficients of f :
Since f is an odd function, then an = 0; ∀n ∈ N.

bn =
1

π

∫ +π

−π

f(x) sin(nx) dx =
1

π

[∫ 0

−π

(−1) sin(nx) dx+

∫ +π

0

1 sin(nx) dx

]
=

2

π

∫ +π

0

sin(nx) dx =
2

nπ

[
− cos(nx)

]π
0
=

2[1− (−1)n]

nπ
.

We notice that the coefficients with even indices are zero. Therefore:

bn =


0 if n = 2p

4

π(2p+ 1)
if n = 2p+ 1

3) The Fourier series expansion of f .

S(x) =
4

π

+∞∑
n=0

sin(2n+ 1)x

2n+ 1
=


f(x) if x ̸= kπ; k ∈ Z

0 if x = kπ; k ∈ Z
(4.8)

Figure 4.3: Graph of the function S(x).

4) Calculation of sums:
4-1) By substituting x by π/2 into equation (4.8), we get:

S(π/2) = f(π/2) = 1 =
4

π

+∞∑
n=0

sin(2n+ 1)π/2

2n+ 1
=⇒

+∞∑
n=0

(−1)n

(2n+ 1)
=
π

4
.

4-2) We will apply Parseval’s identity for an odd function. We have:

2

π

∫ π

0

f 2(x) dx = 2 =
16

π2

+∞∑
n=0

1

(2n+ 1)2
=⇒

+∞∑
n=0

1

(2n+ 1)2
=
π2

8
.

4-3) We can separate the series into two sums: one for the even indices
and one for the odd indices.
+∞∑
n=1

1

n2
=

+∞∑
p=0

1

(2p+ 1)2
+

+∞∑
p=1

1

(2p)2
=
π2

8
+

1

4

+∞∑
p=1

1

p2
=⇒

+∞∑
n=1

1

n2
=
π2

6
.
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4.4 Supplementary exercises

Exercise 4.1. Find the sum of the series:

1)
+∞∑
n=1

1

4n2 − 1
, 2)

+∞∑
n=1

ln

[
n(2n+ 1)

(n+ 1)(2n− 1)

]
, 3)

+∞∑
n=1

2n+ 1

n2(n+ 1)2
,

4)
+∞∑
n=1

n− 1

n!
, 5)

+∞∑
n=1

arctan
1

n2 + n+ 1
, 6)

+∞∑
n=1

(−1)n−1

n
.

Exercise 4.2. Study the convergence of the following series:

1)
+∞∑
n=1

ln
1

n
, 2)

+∞∑
n=0

cos(nπ), 3)
+∞∑
n=1

(
1− 2

n

)n

,

4)
+∞∑
n=0

4n

5n + 3
, 5)

+∞∑
n=1

1 + cosn

n2
, 6)

+∞∑
n=2

lnn

n
.

Exercise 4.3. Investigate the convergence of the following series:

1)
+∞∑
n=1

1

n
ln

(
1 +

1

n

)
, 2)

+∞∑
n=1

n+ 1

n2
√
n
, 3)

+∞∑
n=1

sin
1

2n
,

4)
+∞∑
n=1

(
3n+ 2

2n+ 1

)n/2

, 5)
+∞∑
n=1

n2e−n, 6)
+∞∑
n=2

lnn n

nn
.

Exercise 4.4. Study the convergence of the following series:

1)
+∞∑
n=1

(2n)!

(n!)2
, 2)

+∞∑
n=1

n
√
2

2n
, 3)

+∞∑
n=2

n! lnn

n(n+ 2)!
,

4)
+∞∑
n=1

(2n)!

n2n
, 5)

+∞∑
n=1

n3

5n
, 6)

+∞∑
n=1

1× 3× · · · × (2n− 1)

2n · 4n · n!
.

Exercise 4.5. Investigate the convergence of the following series:

1)
+∞∑
n=1

(−1)n

n5 + 1
, 2)

+∞∑
n=0

(−1)n+1(0.1)n, 3)
+∞∑
n=0

(−1)n
n!

2n
,

4)
+∞∑
n=1

(−1)n√
n+ 1

, 5)
+∞∑
n=1

(−1)n
arctann

n2 + 1
, 6)

+∞∑
n=3

(−1)n

n lnn
.

Exercise 4.6. Study the pointwise convergence and the uniform
convergence of the following sequences of functions:

1) fn(x) =
nx

1 + n2x2
; n ≥ 1 and x ∈ R+,

2) fn(x) = xn(1− x); n ∈ N and x ∈ [0, 1],
3) fn(x) = e−nx2

; n ≥ 1 and x ≥ 1.
4) fn(x) = nxe−nx2

; n ≥ 1 and x ∈ R+.
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Exercise 4.7. Investigate the pointwise convergence and the uniform
convergence of the following series of functions:

1)
+∞∑
n=0

x

(1 + x2)n
; x ∈ R 2)

+∞∑
n=1

(−1)n

n2 + x
; x ∈ R+.

3)
+∞∑
n=1

x

1 + n5x2
; x ∈ R+ 4)

+∞∑
n=1

cos(nπ)

2n + x2
; x ∈ R.

Exercise 4.8. We consider the following series of functions:

+∞∑
n=1

sin2(nx)

n(n+ 2)
; ∀x ∈ R.

1) Study the normal convergence of this series on R.
2) Show that the sum of the series, denoted by S is a continuous function.
3) Compute the following integral:∫ π

0

S(x) dx.

Exercise 4.9. determine the radius of convergence R and the domain de
convergence D for the following power series:

1)
+∞∑
n=0

xn

3n+1
, 2)

+∞∑
n=0

xn

(2n)!
, 3)

+∞∑
n=0

sin(n) · xn,

4)
+∞∑
n=1

arctann

n2
· xn, 5)

+∞∑
n=2

√
lnn

n4
· xn, 6)

+∞∑
n=1

en√
n
· xn,

7)
+∞∑
n=1

arcsin(1/n)

3n
· xn, 8)

+∞∑
n=3

(−1)n

n lnn
· xn, 9)

+∞∑
n=0

n!

en
· xn.

Exercise 4.10. Let f be a function defined on ]− 1,+1[ by:

f(x) =
arcsinx√
1− x2

.

1) Justify that f is expandable in a power series.
2) Show that f is a solution to the following differential equation:

(1− x2)y
′ − xy = 0.

3) Determine the power series expansion of the function f on the interval
]− 1,+1[.
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Exercise 4.11. Consider the 2π-periodic function f which is defined by:

f(x) = x2 et − π ≤ x ≤ +π.

1) Sketch the graph of f(x) over the interval [−3π, 3π],.
2) Calculate the Fourier coefficients of f .
3) Obtain a Fourier series expansion of this function f .
4) Deduce the sums of the following infinite series:

a) A =
+∞∑
n=1

1

n2
, b) B =

+∞∑
n=1

(−1)n+1

n2
, c) C =

+∞∑
n=1

1

n4
.

Exercise 4.12. Let f be a function 2-periodic defined by:

f(x) =


x if 0 ≤ x < 1

1

2
if 1 ≤ x < 2.

1) Sketch the graph of f(x) over the interval [−2, 4],.
2) Find the Fourier coefficients of f .
3) Obtain a Fourier series expansion of this function f .
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Chapter 5

Fourier Transform

The Fourier Transform is an extension of the Fourier Series expansion for
periodic functions to non-periodic functions.
The Fourier Transform associates a function f (with values in R or C) with
another function denoted by F(f)(s); where s is an independent variable
of t, called the dual variable.

5.1 Definitions and properties

We denote by L1(R) the set of functions f : R → R that are integrable

and for which

∫ +∞

−∞
|f(t)| dt converges.

Definition 5.1.1. Let f ∈ L1(R). The Fourier transform of f denoted by
F(f) is defined as follows:
F(f) : R → C

s 7→ F(f)(s) =
1√
2π

∫ +∞

−∞
f(t)e−ist dt.

Theorem 5.1.1. Let f ∈ L1(R).

1) If f is even, then F(f)(s) =
2√
2π

∫ +∞

0

f(t) cos(st) dt.

2) If f is odd, then F(f)(s) = − 2i√
2π

∫ +∞

0

f(t) sin(st) dt.

Example 5.1.1. Calculate the Fourier transform of f , which is defined
by:

f : R → R

t 7→ f(t) =


1 if |t| ≤ 1/2

0 if |t| > 1/2.
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Solution. Here f , is even according to Figure 5.1.

Figure 5.1: The Box function

F(f)(s) =
2√
2π

∫ +∞

0

f(t) cos(st) dt

=
2√
2π

∫ 1/2

0

cos(st) dt

=
2√
2π

[sin(st)
s

]1/2
0

; s ̸= 0

=
2√
2π

sin(s/2)

s
; s ̸= 0.

If s = 0 F(f)(0) =
2√
2π

∫ 1/2

0

1 dt =
1√
2π

.

Example 5.1.2. Let f(t) = e−a|t|; t ∈ R et a > 0.
The same question.

Solution. We use integration by parts twice to find the value of the
following integral.

F(f)(s) =
2√
2π

∫ +∞

0

f(t) cos(st) dt

=
2√
2π

∫ +∞

0

e−at cos(st) dt

=
2√
2π

a

a2 + s2
; s ∈ R.
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Theorem 5.1.2. Let f ∈ L1(R). Then the Fourier transform F(f)
satisfies the following properties:
1) F(f) is continuous on R, meaning that lim

s→s0
F(f)(s) = F(f)(s0)

2) F(f) is bounded on R, meaning that there exists M > 0 such that for
all s ∈ R, |F(f)(s)| < M .

5.1.1 Properties of the Fourier Transform

1) F(αf + βg)(s) = αF(f)(s) + βF(g)(s).

2) If f is continuous and if
df

dt
∈ L1(R), then we have:

F(f ′)(s) = isF(f)(s).

5.2 Inverse Fourier Transform

Definition 5.2.1. Let f ∈ L1(R).The inverse Fourier transform of f is
defined as the function denoted by F−1, which is given by:

(F−1f)(t) =
1√
2π

∫ +∞

−∞
f(s)eist ds.

Theorem 5.2.1. Let f ∈ L1(R) be a continuous function, and suppose
that F(f) = f̂ ∈ L1(R). Therefore: F−1F(f) = f and FF−1(f) = f .
Thus:

f(t) =
1√
2π

∫ +∞

−∞
(Ff)(s)eist ds.

Example 5.2.1. Let the function f be defined by: f(t) = e−|t|; t ∈ R.
1) Calculate: (Ff)(s).
2) Calculate this expression:

1√
2π

∫ +∞

−∞

( 2√
2π

1

1 + s2

)
eist ds.

3) Calculate the following improper integral:

2

π

∫ +∞

0

cos(st)

1 + s2
ds.

4) Calculate

∫ +∞

0

cos(u)

t2 + u2
du; t > 0 and deduce the value of the following

integral: ∫ +∞

0

cos(x)

1 + x2
dx
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Solution. 1) According to example 5.1.2, we conclude that:

(Ff)(s) = 2√
2π

1

1 + s2
.

2) We know that:

1√
2π

∫ +∞

−∞

( 2√
2π

1

1 + s2

)
eist ds = F−1F(f)(t) = f(t) = e−|t|.

3) We have:

e−|t| =
1

π

∫ +∞

−∞

eist

1 + s2
ds =

2

π

∫ +∞

0

cos(st)

1 + s2
ds. (5.1)

4) We can make the substitution st = u in equation (5.1), then:∫ +∞

0

cos(u)

t2 + u2
du =

π

2t
e−t; t > 0. Hence:∫ +∞

0

cos(x)

1 + x2
dx =

π

2e
.

5.3 Applications to differential equations

Example 5.3.1. Consider the function f defined by:

f(x) =

∫ +∞

0

e−t

√
t
eitx dt.

1) Show that f is defined for all x ∈ R.
2) Show that f is differentiable and prove that f satisfies a first-order
differential equation, which we will solve. Deduce the expression for f(x).

We recall that

∫ +∞

0

e−u2

du =

√
π

2
.

Solution. We denote g(t, x) =
e−t

√
t
eitx with |g(t, x)| ≤ e−t

√
t
. o prove the

existence and differentiability of f , we will use the following theorem.

Theorem 5.3.1. Let g : I × J → R,C be a function such that:
1) For all x ∈ J , g(t, x) is continuous and admits an improper integral
over the interval I.

2) g(t, x) admits a partial derivative
∂g

∂x
(t, x).

3) For all t ∈ I,
∂g

∂x
(t, x) is continuous on J .

4) There exists a function h : I → R that is continuous and admits an
improper integral, such that for all t ∈ I and x ∈ J :∣∣∣∂g

∂x
(t, x)

∣∣∣ ≤ h(t).
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CHAPTER 5. FOURIER TRANSFORM

Then, the function f(x) =

∫
I

g(t, x) dt is differentiable on J , and its

derivative is given by f ′(x) =

∫
I

∂g

∂x
(t, x) dt.

In this case, we have

g(t, x) =
e−t

√
t
eitx.

Let’s check the conditions of the previous theorem.
1) We first observe that g(·, x) is well-defined for all x ∈ R. Indeed∣∣∣∣∣e−t

√
t
eitx

∣∣∣∣∣ ≤ e−t

√
t
.

This function is integrable on ]0,+∞[, because near 0 it is equivalent to
1√
t
, which is integrable (Riemann integral), and near +∞, it satisfies:∣∣∣∣∣e−t

√
t

∣∣∣∣∣ ≤ 1

t2
.

Then, g(t, x) is continuous on ]0,+∞[ and admits an improper integral.

2)
∂g

∂x
(t, x) = ie−t

√
teitx exists and is continuous ∀x ∈ J .

3)
∣∣∣∂g
∂x

(t, x)
∣∣∣ ≤ √

t

et
= h(t); h verifies the conditions of the Theorem 5.3.1.

Consequence:

f(x) =

∫ +∞

0

g(t, x) dt is differentiable on J and

f ′(x) =

∫ +∞

0

ie−t
√
teitx dt = i

∫ +∞

0

√
te(ix−1)t dt

I.B.P
= − i

2(ix− 1)

∫ +∞

0

e−t

√
t
eitx dt

= − i

2(ix− 1)
f(x) =

−x+ i

2(x2 + 1)
f(x).

Thus, we obtain the following differential equation:

y
′
+

−x+ i

2(x2 + 1)
y = 0; y = f(x). (5.2)

Therefore, the solution to equation (5.2), is the function:

f(x) = λ(1 + x2)1/4 exp

[
i

2
arctanx

]
with λ =

√
π, by using the following identity:

∫ +∞

0

e−u2

du =

√
π

2
.
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5.4 Supplementary exercises

Exercise 5.1. Determine the Fourier transform of the following functions:

1) f1(t) equals to 1 on [−1, 1] and 0 elsewhere.

2) f2(t) equals 1 on [−T, T ] and 0 elsewhere (T > 0).

3) f3(t) = e−
|t|
T (T > 0).

4) f4(t) =
sin t

t
.

5) f5(t) =
1

1 + t2
.

Exercise 5.2. Solve the following equations:∫ +∞

0

f(t) cos(st) dt =
1

1 + s2
. (5.3)

y(t) +

∫ +∞

−∞
y(t− u)e−a|u| du = e−a|t|; a > 0. (5.4)

Exercise 5.3. Let the function f which is defined by:

f(t) =


et if t < 0

0 if t ≥ 0.

Consider the following differential equation:

y
′′
(t) + 2y

′
(t) + y(t) = f(t). (5.5)

1) Calculate the Fourier transform of f .

2) Find the function g such that

(Fg)(s) = 1

(s+ i)(s− i)2
.

3) Determine the solution of the equation (5.5), using the Fourier
transform, such that y, y

′ ∈ L1(R).
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Chapter 6

Laplace Transform

6.1 Definitions and properties

Definition 6.1.1. The Laplace transform of a function f is given by the
following expression:

L
(
f(t)

)
= F (s) =

∫ +∞

0

f(t)e−st dt. (6.1)

Where the symbol L
(
f(t)

)
means the Laplace transform of f(t).

We also use the notation F (s) to represent the Laplace transform.
In this course, we assume that the functions are zero for t < 0.

Example 6.1.1. Find the Laplace transform of the following functions:
1) f(t) = 1; t ≥ 0.

L
(
f(t)

)
=

∫ +∞

0

e−st dt =

[
−e

−st

−s

]+∞

0

=
1

s

(
Re(s) > 0

)
.

2) f(t) = eat; t ≥ 0.

L
(
f(t)

)
=

∫ +∞

0

eate−st dt =

[
− e−(s−a)t

−(s− a)

]+∞

0

=
1

s− a

(
Re(s) > a

)
.

The same calculation holds for a complexe and Re(s) > Re(a).
3) f(t) = eiωt; t ≥ 0 et ω ∈ R.

L
(
f(t)

)
=

∫ +∞

0

eiωte−st dt =
1

s− iω

(
Re(s) > 0

)
.

4) f(t) = t; t ≥ 0.

L
(
f(t)

)
=

∫ +∞

0

te−st dt =

[
−te

−st

−s

]+∞

0

+
1

s

∫ +∞

0

e−st dt

=
1

s
L
(
1
)
=

1

s2
(
Re(s) > 0

)
.

By performing integration by parts twice as above, we find that:

L
(
t2
)
=

∫ +∞

0

t2e−st dt =
2

s3
(
Re(s) > 0

)
.
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In the general case, we have:

L
(
tn
)
=

∫ +∞

0

tne−st dt =
n!

sn+1

(
Re(s) > 0

)
.

6.1.1 Properties of the Laplace Transform

Let f and g be functions such that L
(
f(t)

)
and L

(
g(t)

)
exist. Then, we

have the following properties:

L
(
af(t) + bg(t)

)
= aL

(
f(t)

)
+ bL

(
g(t)

)
.

a and b are two arbitrary constants.

Example 6.1.2. Find the Laplace transform of the following functions:
1) f1(t) = cos(ωt); ω ∈ R, 2) f2(t) = sin(ωt); ω ∈ R,
3) f3(t) = cosh(ωt); ω ∈ R, 4) f4(t) = sinh(ωt); ω ∈ R.

Solution. 1) f1(t) = cos(ωt); t ≥ 0 with ω ∈ R.

L
(
f(t)

)
= L

(
1

2
[eiωt + e−iωt]

)
=

1

2
L
(
eiωt
)
+

1

2
L
(
e−iωt

)
=

1

2

(
1

s− iω
+

1

s+ iω

)
=

s

s2 + ω2

(
Re(s) > 0

)
.

By the same method, we find: L
(
sin(ωt)

)
=

ω

s2 + ω2

(
Re(s) > 0

)
.

3) f3(t) = cosh(ωt); t ≥ 0 with ω ∈ R.

L
(
f(t)

)
= L

(
1

2
[eωt + e−ωt]

)
=

1

2
L
(
eωt
)
+

1

2
L
(
e−ωt

)
=

1

2

(
1

s− ω
+

1

s+ ω

)
=

s

s2 − ω2

(
Re(s) > ω

)
.

By the same method, we find: L
(
sinh(ωt)

)
=

ω

s2 − ω2

(
Re(s) > ω

)
.

Theorem 6.1.1. Let f , f
′
and f

′′
are continuous functions and supposing

that L
(
f(t)

)
= F (s) exists. Thus:

L
(
f

′
(t)
)
= sF (s)− f(0) and L

(
f

′′
(t)
)
= s2F (s)− sf(0)− f

′
(0).
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CHAPTER 6. LAPLACE TRANSFORM

6.2 Inverse Laplace Transform

Definition 6.2.1. If we know the Laplace transform F (s) of a certain
continuous function f , we can always determine the expression of the
function by using partial fraction decomposition and applying the linearity
property of the Laplace transform.

L
(
f(t)

)
= F (s) ⇒ L−1

(
F (s)

)
= f(t).

Example 6.2.1. We have:

1) L−1

(
1

s− 1

)
= et; t ≥ 0.

2) L−1

(
s

s2 + 1

)
= cos t; t ≥ 0.

Theorem 6.2.1. If F (s) = L
(
f(t)

)
; Re(s) > 0. Then:

F (s− a) = L
(
eatf(t)

)
; Re(s) > a such that a ∈ R.

Example 6.2.2. Since L
(
t
)
=

1

s2
, Re(s) > 0. So:

L
(
teat
)
=

1

(s− a)2
; Re(s) > a.

We also know that: L
(
tn
)
=

n!

sn+1
; Re(s) > 0. Therefore:

L
(
tneat

)
=

n!

(s− a)n+1
; Re(s) > a. Finally:

L−1

(
1

(s− a)n+1

)
=
tneat

n!
; t ≥ 0 and n ∈ N.

6.3 Applications to differential equations

The Theorem 6.1.1 opens the possibility of using the Laplace transform to
solve ordinary differential equations.

Example 6.3.1. Give the solution to this differential equation:

y
′′
+ y = 1; y(0) = y

′
(0) = 0. (6.2)

Solution. L
(
y

′′)
+ L

(
y
)
= L

(
1
)
⇒ s2L

(
y
)
− sy(0) − y

′
(0) + L

(
y
)
=

1

s
.

Then: L
(
y
)
=

1

s(s2 + 1)
=

1

s
− s

s2 + 1
.

By applying the inverse Laplace transform, we obtain:

y(t) = L−1

(
1

s
− s

s2 + 1

)
= 1− cos t; t ≥ 0.
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6.4. SUPPLEMENTARY EXERCISES

Example 6.3.2. Find the solution to this differential equation:

y
′′ − 2y

′
+ y = e2t; y(0) = 0 and y

′
(0) = 1. (6.3)

Solution. L
(
y

′′)− 2L
(
y

′)
+ L

(
y
)
= L

(
e2t
)
. Therefore:

s2L
(
y
)
− sy(0)− y

′
(0)− 2sL

(
y
)
− 2y(0) + L

(
y
)
=

1

s− 2
. Hence:

L
(
y
)
=

s− 1

(s− 2)(s2 − 2s+ 1)
=

1

s− 2
− 1

s− 1
.

By applying the inverse Laplace transform, we get:

y(t) = L−1

(
1

s− 2
− 1

s− 1

)
= e2t − et; t ≥ 0.

6.4 Supplementary exercises

Exercise 6.1. Consider the following differential equation:

y
′′
+ 2y

′
+ y = tet; y(0) = 1 et y

′
(0) = 0. (6.4)

1) Determine the Laplace transform of the solution to the differential
equation (6.4).

2) Deduce, by applying the inverse Laplace transform, the explicit solution
of (6.4).

Exercise 6.2. Consider the following differential equation:

y
′′ − 4y = 3e−t − t2; y(0) = 0 et y

′
(0) = 0. (6.5)

1) Calculate the Laplace transform of the solution to the differential
equation (6.5).

2) Conclude, by applying the inverse Laplace transform, the explicit
solution of (6.5).
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